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A New Method for the General Solution of
Partial-Wave Dispersion Relations

by G. Nenciu,1) G. Rasche and W. S. Woolcock2)
Institut für Theoretische Physik der Universität Zürich,

Schönberggasse 9, CH-8001 Zürich, Switzerland

(10. XII. 73)

Abstract. We describe a new method for obtaining explicit solutions, of a very general type, of a
partial-wave dispersion relation for arbitrary I in which the left-hand singularities are replaced by
a finite set of poles. The solutions are given by a representation theorem as the product of a Herglotz
function and the quotient of two polynomials. Various conditions are obtained for solutions to exist.
The special cases of / 0 and one pole and of I 1 and two poles are worked out fully.

1. Introduction

In this paper we take up again the problem considered by Rasche and Woolcock
[1]. The problem is that of finding the solutions of a partial-wave dispersion relation
in which the left-hand singularities are replaced by a finite set of poles. The physical
origins of the problem are discussed fully in Section I of [1]. We modify the notation of
[1] a little and use a variable x sls0, so that the physical region extends from 1 to oo

along the real axis. The N poles are now taken to be at the points xx,...,xN, where

x,< x2 <..;.<%< 1,

with residues rx, TN. The pair of equations corresponding to (2) and (3) of [1] is

/lW.iM,.yJL, (U,
tt J t — x Z-, x — x,

i t=i

f2(x)=p(x)[(fjx))2+(f2(x))2], (1.2)

and we look for pairs of real-valued functions fjx),f2(x) which satisfy these equations
for all x > 1. There is a principal value integral on the left side of (1.1). The function
p(x) is just the product q(x) R(x), where

q(x)=\(mx+m2)x-*(x-\)* x —

\2
»2

mx +m2
x>l.

*) On leave from the Laboratory for Theoretical Physics, Institute of Atomic Physics, Bucharest,
Romania.

2) On study leave from the Department of Theoretical Physics, Research School of Physical
Sciences, Australian National University.
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The function R(x) is the ratio of the total cross-section to the total elastic cross-section
for the partial wave in question, so that R(x) ^ 1 for x > 1. Other conditions will be
imposed on R(x) when the mathematical need for them arises later in the paper. If the
partial wave being considered belongs to orbital angular momentum /, then we impose
the third condition

lim(* - l)~'fjx) exists (in U). (1.3)
xll

Until recently, studies of the solutions of partial-wave dispersion relations have
been made within the general framework of the NjD method. In the case where the
connection between/^) and fjx) is made using the inelasticity parameter r)(x), there
is the work of Hamilton and Tromborg [2], who consider both the case of a continuous
left-hand cut extending to — oo and the case with a finite set of poles. For the case where
the function R(x) is given as in (1.2), with very general assumptions about the form of
the contribution from the left-hand singularities, Lyth [3] has discussed the NjD
method in considerable detail. Wanders and Reuse [4] have presented an improved
NjD method for the case of a continuous left-hand cut extending to —oo, with the function

R(x) prescribed. For the case of a finite set of poles, the work of reference [1]
also uses the framework of the NjD method. It has, however, been realized that for this
special case of a finite set of poles there are alternative methods available. For the case
where the function r)(x) is prescribed, Nenciu [5] has shown that the Schur-Pick-
Nevanlinna interpolation theory is a natural framework for the study of partial-wave
dispersion relations. In this paper we are going to show that, when the function R(x)
is prescribed, it is possible to characterize a very general class of solutions of the system
(1.1)—(1.3) as the boundary values from above of analytic functions which may be
represented as the product of a Herglotz function and the quotient of two polynomials.

The paper proceeds as follows. At the end of this section we list the precise properties
of the analytic functions we wish to find, and then transform the problem to a form

where the representation theorem of Section 2 applies. This theorem is an interesting
mathematical result in its own right. The theorem is applied to our problem in Section
3, and various conditions are obtained for solutions to exist. The special cases 1 0,
N 1 and 1=1, N 2 are worked out fully in Section 4.

Our solutions of the system (1.1)—(1.3) will be obtained in the usual way by
constructing complex-valued functions/(z) satisfying the following conditions:

1) f(z) is analytic on C — ([1, œ) U {x,}), where xx<x2< <xN <1;
2) m=f(z);
3) f(z) has simple poles at the isolated singularities xx, xN, with real residues

rx,..., TNrespectively;
4) there exists a function/(x), defined on [1,°°), such that, given a ^ 1 and e > 0,

there exists 8 > 0 (depending on a and e) for which
\f(z) —f(a) | < e when* £ {\z — a\ < 8, Imz > 0};

5) iff(x) =fx(x) + ifjx), where/i and/2 are real-valued functions defined on [1, œ),
then (1.2) holds for x^ 1;

6) there exists a non-negative integer k such that z~kf(z) ->-0 as |2|->-oo, uni brmly
inO < Arg2< tt;

7) for some fixed non-negative integer /, lim(z — l)~lf(z) exists, uniformly in 0 <
Arg* < tt. ^1
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We denote by S^JJTj, x,; p(x)) the class of functions /satisfying the conditions (l)-(7).
The limit in (7) is the scattering length for the partial wave in question, multiplied by
(mx m2) ' ; it is clearly real.

We shall sometimes describe the property (4) more briefly by saying that f(z)
is continuous onto [1, oo) from above. Note that f(z) is also continuous onto [1, oo) from
below, the limit function being f(x) by property (2). We have used the same symbol/
to denote the original analytic function defined on C —[l,oo) (in (l)-(3)), the limit
function defined on [1, oo) (in (4) and (5)) and, in (6) and (7), the obvious function which
is defined and continuous on Imz ^ 0 (in the sense of the relative topology). This
deliberate confusion is convenient and causes no difficulty. Note that for the consistency
of the conditions R(x) must be assumed to be continuous at each point of [1, oo) where

/(*)*0.
The next step is to define a new function h(z) to be

.M f(*)Q(z)

(z-l)'p(z)
where

Q(z) Yl(z-xt)
and

m

p(z) Jl(z-Zj),

the Zj being all the zeros of f(z) away from [l,oo). For zeros of order greater than 1,
the same factor is repeated the appropriate number of times. The points zs either belong
to (—oo, 1) — {xj or else occur in complex conjugate pairs; thus p(x) > 0 for x ^ 1. If
f(z) does not vanish away from [l.oo), we set p(z) 1. That the number of factors in the
definition oip(z) is finite can be seen by using an argument in Section II of Jin and Martin
[6]. Indeed, if k is the smallest integer for which property (6) holds, and if (k + N — I) > 0,
then we must have

m^(k + N-l).
For, if m - (k + N -1) m' > 0, then^'^z) -> 0 as |z| ->oo, uniformly in 0 < Argz sg tt,
and we may write the usual dispersion relation

/%
1 fr'Irr*"*W \—r-
TT J t —

F lmh(t)
dt.

z
i

The left side vanishes at z 0, but the right does not unless lmh(x) (and therefore/(#)
itself) is identically zero on [1, oo).

Having taken care of the poles oif(z) and of its zeros away from [1, oo), we now
consider the function h(z). Rather than list all its properties immediately, we proceed
in two stages. In the next section we prove a representation theorem for functions
h(z) having most (but not all) of the properties of the function h(z) above. Then in Section
3 we add the extra properties required for a complete specification of f(z) and proceed
to determine the conditions on rt, x,,p(x) for which the class ^JJPt ; xt ; p(x)) is non-void
and to describe the class ^,.
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2. Representation Theorem

Let the complex-valued function h of the complex variable z have the following
properties :

1) h(z) is analytic on C — [1, qo) ;

2) h(z) h(z) ;

3) h(z)*0;
A) there exists a function h(x), defined on [1, oo), such that, given a ^ 1 and e > 0,

there exists 8 > 0 (depending on a and e) for which
\h(z) — h(a) | < e when ze{\z — a\<8, Imz > 0};

5) Imh(x) ^ 0 when x^l;
6) there exists a non-negative integer n such that z~"h(z) -»¦ 0 as \z\ ->- oo, uniformly in

0 ^ Argz ^ -rr. Let F he the set of points in [1, oo) for which h(x) — 0; then F is
closed and has Lebesgue measure zero (see, for example, part of Theorem 19.2.4
of [7]). In fact we impose the stronger condition

7) F is a closed set consisting only of isolated points.
For the definition of an isolated point, see for example, Section (6.61) of [8]. The
set F has no cluster points; it therefore has a finite number of points in every
closed subinterval of [1, œ) and so is countable.

We shall prove in the rest of this section that each h with properties (l)-(7) can
be represented in the form

h(z)=P(z)P(z), (2.1)

where p is a Herglotz function which is analytic and positive in (— oo, 1) and p is a
polynomial with zeros only in [1, œ), satisfying p(x) > 0 when x^l.

From (4) and (5) it is clear that Argh(x) is defined and continuous on [1, œ) — F
and that

0 < Argh(x) ^tt, xe[l,oa)-F. (2.2)

Therefore

J t(t-z)
1

exists in the Riemann sense when z e C — [1, oo) and

is analytic on C — [1, oo) and satisfies p(z) =p(z). We now show that p has the properties
stated above.

Consider the analytic logarithm of p defined by
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Then Im W(z) is an argument of p(z) and

lmW(z)=^l\^dt. (2.5)

It follows from (2.2) and (2.5) that, when Imz > 0,

t - Re z

Jl*-;0 < Im W(z) < Im z I ¦ dt arc tan
\t-z\2 Imz

< TT.

1

Thus Im p(z) > 0 when Imz > 0, so that p defined by (2.3) is a Herglotz function which
is clearly analytic and positive in (—oo, 1).

We note here two simple results which will be used later. First, it is clear from (2.2)
and (2.3) that p(x) > 1 when 0 < x < 1, and so

lim inf p(x) > 1. (2.6)
*ti

Second, it is shown in Appendix A that

limIm^n)=ArgÄ(^0) (2.7)
n-wo

for every sequence {zj in the upper half-plane which converges to a point x0 in [1, œ) —

F.
We now construct the function

P(z) h(z)IP(z); (2.8)

p is analytic on C — [1, oo) and has the properties

P(z) P(J), P(z)*0. (2.9)

To complete the proof of our theorem we need to show that p has the properties stated
above. To do this, we show first that p can be extended to a function analytic on C — F.
We then show that p has removable singularities at the points of F. Finally we prove
that p has only a finite number of zeros in [1,») and that p must be a polynomial.

To extend p to a function analytic on C — F, we work with the analytic logarithms
of h and p, defined as follows. Let H he the analytic logarithm of h with lmH(x) 0
(resp. rr) for x < 1 if h(x) > 0 (resp. <0) for x < 1. The analytic logarithm 0oipwe then
define to be

0(z)=H(z)-W(z), (2.10)

where W is given by (2.4). Since h(z) ^ 0, H(z) is analytic on C — [1, oo) and so is 0(z).
We now consider the limit of lm0(zj for a sequence {zn} in the upper half-plane which
converges to x0 e [1, oo) — F. From (2.7) and (2.10),

Im 0(zj ->lim Im H(zJ — Arg h(x0).
n-*co

From the continuity of h (property (4)), limlmi/"(2:n) is independent of the sequence
II-»00

{z„} and is an argument of h(x0), which can differ from the principal argument only by an
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integral multiple of 27r. Thus

lim Im 0(zj 2n0TT, (2.11)
»-KO

where the integer nQ is constant between two consecutive points of F, again because of
the continuity of h. We can therefore apply the Schwarz principle (see, for example,
Section 11.17 of [9]) to continue 0 analytically through the real axis into the lower half-
plane between two consecutive points of F. The values of each of the functions thus
obtained may not coincide with the values of the original function 0 in the lower half-
plane, but from (2.9) and (2.11) the difference is Arm0i (resp. Ann0i — 2-rri) in the case
when h(x) > 0 (resp. h(x) < 0) ior x < 1. From this it follows that p can also be continued
analytically through the real axis into the lower half-plane between two consecutive
points of F and that each function thus obtained coincides with the original function
p in the lower half-plane. Thus p can be extended to a function which is analytic and
does not vanish on C — F. From (2.11) it is clear that p(x) > 0 when x e [1, oo) — F.

Vet xs he a point of F. The next step is to show that each xs is a removable singularity
of p. We note first that the change in the argument of p in going around xs is just the
change in Im<?> in going around xs. From (2.9) and (2.11),

Im 0 changes by an even multiple of 2ttHxs^1; (2.12)

Im 0 changes by an even multiple of 2tt if xs 1 and h(x) > 0 when x < 1 ;

(2.13a)

Im0 changes by an odd multiple of 27r if xs 1 and h(x) < 0 when x < 1. (2.13b)

Now we estimate \p(z) | exp(Re0(z)) in the neighbourhood of xs.
Let A he the set of points z such that

a< \z-xj<b,
where 0 < a < min{l,6}. The value of b is fixed so that no other point of F belongs to
[xs — b,xs + b]. Now Re0(z) is harmonic in A and

Re0(z)= j G'(z',z)Re0(z')ds'+ J" G'A (z', z) Re 0(z') ds' (2.14)

\z'-x,\ a \z'-x,\=b

when ze A, where GA(z',z) is the Green's function for A and G'A(z',z) is the derivative
of GA with respect to z' in the direction of the inner normal. Let

M= max Re0(z), M' max ReH(z). (2.15)
\z-x,\=b |z-x,|«6

0<Argz^ff

Note that ReH(z) ln|A(z) | and that \h\ is continuous on {|* — xj s* b,0 ^ Arg* < tt).
Now using (2.14), (2.10), (2.15), (B.2) and (C.8) we have, for zeA,

Re0(z)^M j G'A(z',z)ds' + (M' + TT + 2xJ j G'A(z',z)ds'
\z--x,\-b \z'-x,\-a

f G'A(z',z)ln(asin oc)ds', (2.16)

l*'-x,|-

where z' — xs ae'* in the last integral.
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Next we write

z — xs cei7, a<c<b;
then from (2.16), (C.6), (C.7), (C.2), (C.3) and (C.9),

2x
1 c + a C

Re 0(xs + cely) ^ (M + M'+ tt + 2xs) ln(a sin a) det.
2-rrc — ai

o

Now take 0 < c < min{5, b} and a \c ; then

Re0(xs + cly)^A-3tlnc,
where

2jt

A (M + M' + tt + 2xJ | ln(sin a) det + -§ ln 5.
Att J

o

Thus

\P(xs + ce»)\ exp(Re0(xs + ce»)) < Xc'i, (2.17)

where A expA
Equation (2.17) shows that p cannot have an essential singularity at a point of

F and that, if it has a pole at such a point, this pole must be of first order. However,
from (2.12) we see that the pole must be of even order if xs ^ 1 ; thus all points of F
except xs 1 are removable singularities. The same is true for z 1 ; equation (2.8)
shows that a pole of p at z 1 would imply that lim p(x) 0, in contradiction to (2.6).

We conclude that p can be extended to an entire function, with possible zeros only at the
points of F. From (2.12) it follows that these.zeros must be of even order for xs ^ 1,

while (2.13) shows that the possible zero at z 1 may be of any order.
To complete the proof of the theorem we have to show that the number of zeros of

p is finite and that p cannot be a transcendental entire function. To prove this we write
tp in the form

9(*)=9x(z)l9„(z),
where

h(z)
9x(z) j—lz fArg AM

exp — dt
\it) t(t-z)

I' f^gh(t)
x x

Clearly px(z) is analytic on C — [X, oo), has possible zeros only in [1,X) and satisfies

property (6) of the function A. Thus, by the same argument as we used in the last
paragraph but one of Section 1, the number of zeros of px (and therefore of p) in [1,X) is
less than or equal to n, where n is the smallest non-negative integer for which property
(6) holds. The number of zeros of p in [1, oo) is therefore less than or equal to n and we
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have

P(z)=Ti(z)q(z),

where tt is a polynomial of degree <w which satisfies tt(x) > 0 for ;0 1 and q is an entire
function which never vanishes. The argument of Section 2 of Jin and MacDowell [10]
now shows that q is bounded by a power of \z\, uniformly for all directions, so that
q is a constant (which must be positive, since we saw earlier that p(x) > 0 when x e [1, oo)

— F). This completes the proof of the theorem.

3. Application of the Representation Theorem

There appears in the theorem of Section 2 a function p which is Herglotz and, in
addition, is analytic on C —[l,oo) and non-negative on (—œ,l). We now appeal to
results from [11] (corollary to Theorem P.3 and Theorems P.4 and P.5) to conclude
that the function —lj(z — l)p(z) is also a Herglotz function with the same additional
properties as p(z) and that this function has the representation

1 f da(t)
77-777 =Y+ I —\ (3.1)

(z - 1) P(z) J t - z
1

where y ^ 0 and a is a real-valued monotone non-decreasing function on [1, oo) with the
property that

j^p. < oo. (3.2)

i
Combining now (1.4), (2.1) and (3.1), we have arrived at the following representation

for the function/(z) :

-P(z) 1 rda^A1
(z-l)->f(z)= lL-iy+[-lL\ (3.3)

(z-l)Q(z)\ J t-zx i '
where

P(z)=p(z)P(z).

It follows from the properties of p and p that

P(x) >0, * > 1. (3.4)

The property (3.4) in fact provides a complete characterization of the polynomial
P.

We now write the function a as

o=ac + o„, (3.5)

where ac is continuous on [1, oo) and ad is a saltus function; it has a jump cj>0) at each
of the points of an at most countable set {£/}(l < £i < £2 < ¦.) and is constant on each
of the open intervals (£i>$j+i)(j 1,2,...) andon[l,£i) if ^ > 1. For the decomposition
(3.5) of a, see Sections (19.54)-(19.58) of [8]. Notice that if P(l) > 0, then & 1 in
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order that property (7) of/ (Section 1) be satisfied. Note too that, when £, > l,f(ij)
must be defined to be zero in order to have continuity of / at £j. Thus a can be
discontinuous only at x 1 and at points of the set F. This means in particular that the
set {CJ must not have a cluster point. The points <fj with £j > 1 are usually called the
CDD zeros of/, since zeros of this type were first discovered by Castillejo, Dalitz and
Dyson [12] in the solutions of an s-wave dispersion relation arising from a static model.
From (3.3) and (3.5) we have

¦fè?F-fr-'^-j^j'«*!^2!- <">

where

X(*)=y+Y-^-, y^O, c,>0(/=l,2,...), 1 <&<&<.... (3.7)

It is to be understood that x(z) y, y > 0, is possible ; there may be no point £, for which
Cj > 0.

From (3.2) follow the two conditions

2^<°°- (3.8)

CO

I dojt)
t

< oo. (3.9)

In the discussion leading to (3.6) we have not taken into account fully the properties
(3) and (5) oif(z). We need now to impose the condition of equation (1.2), and later to
fix the residues at the poles. Equation (1.2) may be written

Im (-1/f(x))=p(x), xe[l,oo)-F.
Thus, using (3.6), we have

p(x)(x-iy-iP(x)limf-^L
no J t — x — iy

Im I lim
y 10 J t — x — ty Q(x)

xe[l, oo) — F.

Now if [a, b] is a closed interval contained in [l,oo) — F, we may use Theorem 7a,
Chapter VIII of [13], to show that

b

\l-li çp(W-iy-*P(t)js"Jo) - oja) - — dt.
irj QV)Q(t)

a

Since R(x) (and therefore p(x)) has already been assumed to be continuous on [1, oo) —

F, it follows that ac is differentiable on [1, oo) — F and that

ir Q(x)
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This fixes the absolutely continuous part of ac; the singular part cannot appear, since F
consists only of isolated points. From (3.6) and (3.10),

-P(z) t 1 fp(t)(t - l)'-1 P(t) y1
(*-!)-'/* =: TV7h *(*) + - \ LJ ; dt) ¦ (3-11)

(Z-1)Q(Z)\ TT J Q(t)(t-z)
s i '

where y(z) is given by (3.7). The condition (3.9) becomes

%(t)(t -iy-*p(t)- f !::^--~ < °°- (3-12)
ir J tQ(t)

i

Equation (3.12) leads to a necessary condition for the set 0>jrj,xi;p(x)) to be
non-void. We must clearly assume that there exists a non-negative integer K (which
we take to be the smallest possible) for which

p(t)
— i<<oo. (3.13)

We then have the following lemma.

Lemma 1: If &,(rj,xj,p(x)) is non-void, then N^(l+p+K), where p is the
degree of the polynomial P.

Notice that if m is the number of points xt for which T, and r,+x have the same sign,
then p > m.

The next step is to fix the residues at the poles of/. We put this in the form of
another lemma.

Lemma 2: A necessary and sufficient condition for the class 0>l(Pi;xi;p(x)) to be
non-void is that there should exist a polynomial P with the property (3.4) and a
function y of the form (3.7) such that

i rprnt-iy-tptfi P(xi)(x,-iy-1
X(xt) -- — -dt- V 11' —, i l,...,N, (3.14tt} Q(t)(t-xt) rtYKxt-xj)

1 1*1

and also such that (3.8) and (3.12) are satisfied and & 1 if P(l) > 0.
The sufficiency asserted in Lemma 2 must be checked by proving that all the

properties (l)-(7) of Section 1 are satisfied by the function/of (3.11) when the conditions
of the lemma hold. To ensure that the continuity property (4) holds, the only condition
known to us is a Holder continuity condition on p. We have assumed throughout that
the first inelastic threshold is at x0 > 1 and that p(x) q(x) for 1 < x < x0. We now add
the assumption that, for each x ^ x0, there exist S > 0, A > 0, p e (0,1) such that

\p(t2)-p(h)\<A\t2-tx\", tx,t2e[x-8,x + 8]. (3.15)
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The numbers 8, A, p may depend on x. The continuity of D(z) then follows for x > 1,
where

DW-xW+iffgg^B« „w ,3.ie,
"¦J (?(*)(<-*)

1

v i f/»(<)(<-i),_1-PW. />(*)(*-i)'_1-P(*)
ß(*) X(*)+-{ '

u/ ; dt + iPK>K Li, (3.17)
it J Q(t)(t-x) Q(x)

i

x>l,x$ {gj}. A full statement of the continuity result is given in Theorem B, Section
II of [14]. With/^j) defined to be zero if £, > 1, the continuity of/for x > 1 then follows,
except perhaps for points where D(x) =0. From (3.17), D(x) can vanish on (l,oo)
only where P(x) 0. But if Re D(x) vanishes at a zero x — xs of P(x), then the derivative
of ReD(x) exists at x — xs; indeed

: D,(Xs)=jrp(t)(t-iy- P(t) dt+y^A_ir) Q(t) (t-xj2 +£(Çj-xf
Thus iif(xj is defined to be zero,/will be continuous at xs. Finally it is clear from (3.11)
that, since p(x) q(x) on [l,x0), property (7) holds provided that <fx 1 if P(l) > 0.

The only remaining property which is not obviously fulfilled is (6). We show in
Appendix D that in fact this property holds with k 0. To summarize, then, we started
out by looking for functions/satisfying properties (l)-(7). In the course of constructing
these functions we have imposed on the function p(x) which appears in property (5)
(equation (1.2)) two restrictions beside the original one, namely p(x) =q(x)R(x) with
R(x) ^ 1. These further restrictions are the integrability property (3.13) and the Holder
continuity property (3.15). We found (Lemma 1) that for any functions/to exist, it is

necessary to assume that N ^l + K. We proved that every function/satisfying
properties (l)-(7) must be of the form (3.11), where y is given by (3.7), with the subsidiary
condition (3.8), and P is a polynomial of degree p < iV — l — K having the property
(3.4). We then established that, if the functions y and P satisfy the N conditions of
(3.14) and the further condition that gx 1 if P(l) > 0, then the function/does indeed
have all the properties (l)-(7). In particular, property (6) holds with k 0.

Our next remark concerns the sign of the scattering length for functions / in the
class Pjrjxjpfr)). From (3.11), if P(l) > 0 and consequently ^ 1, then the limit
in property (7) is just P(l)IQ(l)cx > 0 and the solution has positive scattering length.
However, if P has a zero of order r at z 1, then the scattering length is negative if
r 1 and gx > 1, zero if r 1 and ft 1 or if r > 1. To obtain a function with a non-
positive scattering length, it is necessary that P(l) 0. For given pole positions and
prescribed p(x), therefore, the class &>l(rt;xi;p(x)) will contain functions with non-
positive scattering length only for a proper subset of the set {(rx,.. .,rN)} of iV-tuples
of residues for which it is non-void.

This introduces the interesting question of characterizing the set {(J*1,...,PW)}
for which the class 0ll(rjxjp(x))is non-void, the pole positions xx,.. .,xN and function
p(x) being already given. By referring to (3.14) this problem may be put in the following
form. The set of all points in UN oi the form

(X(*i)> •••.*(%)).
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where y ranges over all functions of the form (3.7) with a finite or countably infinite
set {£j} and satisfying (3.8), is a convex cone in W, with the origin corresponding to
x(z) 0. In a similar way, if

i rpm-vy^p® P(xl)(x,-iy-1
F'(P) -«) Q(tW-xi)

dt~
PtTKxt-xj- -1-"*

then the set of all points in R* of the form

(FJP),...,FN(P))
where P varies over all non-trivial polynomials of degree <2V — l — K which satisfy
(3.4), is a second convex cone in UN, again with the origin corresponding to x(z) 03).

By (3.14), the class TPJPi ; xt ; p(x)) is non-void if and only if the intersection of these two
cones, minus any points for which P(l) > 0 and x(l) is finite, is non-void. The second
convex cone depends on the iV-tuple (rx,.. -,rN) of residues ; determination of the set of
Ar-tuples for which ^>l(ri;xt;p(x)) is non-void becomes a problem of convex programming.

This way of approaching the problem would probably be useful in making a

computer search for such iV-tuples, in cases for which analytical methods become too
difficult.

There are three further comments of a general nature to be made. The first is that
the set of iV-tuples (rx,...,rN) for which ^JT^x^pix)) contains functions with ^m
CDD zeros increases as m increases. The second is that the full set of such iV-tuples
(for a finite or countably infinite set of CDD zeros) is a bounded set in UN; this result is

proved in Appendix E. The third is that, if the intersection of the two cones in UN

which are defined in the previous paragraph has a non-void interior, then there are
solutions with an infinite number of CDD zeros (see [11], Chapter V, Sections 3-5).

We conclude this section with another lemma.

Lemma 3: Let RJx) ^ RJx), x > 1. Then, if tyJPv.x^pJx)) is non-void, so is
&>i(r,;xt;p2(x)).

The proof is straightforward. By Lemma 2, corresponding to RJx) there is a
polynomial Px and a function xi such that

Xi(xi)=--\i ç g(t) Rjtyt - iy-1 pjt) pjxt)(x, - iy-1
Q(t)(t-xt) rtlKxt-xj)j*i

i=l,...,N,

and & 1 if PJ1) > 0. Then

1 Çq(t)R2(t)(t-iy-1PJt)ji PJxtKxt-iy-1
n/At. : dt - Xjx,) + Hx,),
Q(t)(t-xj) riYl(xi-xJ)

i i*i
~\

where

ifq(t)(Ri(t)-Rjm-iy-1 pjt)
k(z) - dt.tt) Q(t)(t-z)

3) If there is a non-trivial polynomial P of degree ^N-l-K which satisfies (3.4), P(l) 0 and
F,(P) 0, i — 1, N, then (3.11) with x(J — 0 gives a solution which is free of CDD zeros.
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Now there is an uncountably infinite set of functions y/ (z) of the form (3.7) such that

X'(xt)=k(xt), i l,...,N.
Indeed, from Theorem 7.2, Chapter V of [15], y' can be chosen to have as few CDD poles
as 2V/2 if N is even or (iV + l)/2 if N is odd. Since y2 Xi + X ^s ^0 °*tne ^orm (3-7)
and X2 has a pole at z 1 if xi has, we can find for the function RJx) functions with the
same polynomial Px and an infinity of functions X2> which satisfy the conditions of
Lemma 2.

4. Special Cases

We turn now to some simple special cases which are nevertheless interesting from
the point of view of practical calculations with partial wave dispersion relations. We
give explicitly the sets of singles {TJ and of pairs {(A»A)} f°r which the classes

0>o(Pi\Xi;p(x)) and &jrx,T2;xx,x2;p(x)) respectively are non-void, and discuss the
sign of the scattering length for the functions in each class. In working through these

cases, we use simple analytical methods, which are easy enough for cases with N < 2

and p ^ 1 but become very difficult if N > 2 or ifp > 1. Since it follows from Lemma 1 of
Section 3 that, for fixed I and N, p becomes more restricted as K increases, we take
K 0 in what follows. We then have

1^0, N^max{l,l}, O^p^N-l. (4.1)

In Subsection 4.1 we consider the simplest case, namely I 0, iV 1 ; in Subsection 4.2
we consider the case 1=1, N 2. Before proceeding, note from (3.7) that

X(x)>0, x<l, (4.2)

equality occurring in (4.2) if and only if x(z) 0.

4.1. The case l 0,N l
From (4.1) we have p 0,l. When p 0 it follows from (3.11) that

(CO
\ —1

*w+-f7T-TT7r^7r-^l ' (4-3)
ir J (t-l)(t-xx)(t-z) J

where \(z) is given by (3.7). Since P(z) 1, we have £x 1 from Lemma 2 of Section 3,
and the scattering length is always positive in this subcase. From (3.14) or (4.3) we have

l-*i\ ir J (t-l)(t-Xx)2 J

where x(^i) >0from (4.2), since x is not identically zero. Thus 0>o(rx;xx;p(x)) is non-
void if and only if

(0ÜIf-IT J (t-0<A<; 1- | - ,w. -Tî*l • (4-4)
Pjf)_

i)(t-xxy

Note particularly that the inequalities in (4.4) are strict.
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When p 1 we have

P(z) (z-a),
where, from (3.4),

From (3.11) we have

-(z-a) l if p(t)(t-a) Y1

(z-l)(z-xx)\ rrj (t-xj(t-l)(t-z)i '

with x(z) again given by (3.7). From Lemma 2, Çx 1 if a < 1 and the scattering length
is then positive. However, if a 1 we may have |t > 1 ; in this case it is clear from (4.5)
that

/(1) < 0 if a 1 and x(l) is finite,

/(1)=0 iia land$x l.

From (4.5) or (3.14) we have

xx-a( 1 f p(t)(t-a) Y1
A --L— X(*i) + - \~~-—M (4.6)

Xx-l\ 77 J (t-l)(t-Xx)2 J

so that A an(i (xi — a) have the same sign. We now fix xx and observe that the set of
A for which £?0(A ; xx ; p(x)) is non-void is the image of the set

ft«;*of«<i;o<r}u'{(i,o)}
under the mapping

(a,r)h+rx(a,r), (4.7)

where, from (4.6),

rja, r)
(l-x1){r + Ii + (xx-a)I2}

with

/..i f & dt, i2=l- f m 2d,tt) (t-l)(t-xx) tt) (t-l)(t-xx)2

For fixed r > 0, it is clear that TJa.r) strictly increases as a decreases from 1 to
—oo ; thus the subset of values of A Ior which r is fixed is the interval

-{r +1, - (1 - xx) 72} -1 < A < {(1 - *i) /a}"1.

The lower limit of this interval is strictly increasing as r increases from 0 to oo ; since the
image of (1,0) is to be included, we see that the set of A f°r which 0*O(A'>xi>p(x))
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is non-void is just the interval

This is in fact the range of A obtained in Sections II and III of [1] for functions to exist
of the restricted type considered there. Though in this paper we have obtained more
general functions, the restriction on A remains the same. Note finally in this subsection
that the class &>0(Pi',xx;p(x)) contains functions with non-positive scattering length
only for A in the image of the set {(l,r) |0 < r) under the mapping (4.7) ; this image is

just the interval

00

i r pit)

ir) (t-xx -at] ^A<o.

4.2. The case l l,N 2
From (4.1) we again have p 0,1. The positions of the poles satisfy

xx < x2 < 1. (4.8)

From (3.7) and (4.8) we have

X(xi)<x(x2),

(1 - Xn)x(x2) < (1 - x1)x(x1),

or, combining these two inequalities,

X(*iKx(*2)<£-^4x(*i)- (4-9)
(1 - Xn)

The left-hand equality sign in (4.9) holds if and only if x(z) y and the right-hand
equality sign if and only if x(z) cj(l — z).

When p 0we have, from (3.11),

(00
_1

ir J (t -xj(t-x2)(t-z)
1 '

with x(z) given by (3.7). We require <fx
1 and the scattering length is always positive

in this subcase. From (4.10) or (3.14),

r,-^-(xM + lf f A", (oi)
xx-x2\ irj(t- xx)2 (t - Xn) J

a=^-(xw+- fg ,f .a*r. (4.12)
X2-XX\ TT J (t - Xx)(t - X2)2 j
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Defining

r«--ü-(f Pß dtY>0, (4.13)1 X2-Xi\)(t-xJ2(t-x2) j
i '

n-^-t f 2Ë_ a)" < 0, (4.14)xi-x2\) (t-xx)(t-x2)2 J
K

the conditions (4.11) and (4.12) become

pO

A ™, (4.15)i + (*2-*i)x(*i)A°
po

Fl i + (*2-xi)xM(-$) ' (4'16)

As x(^i) increases from 0 to oo, A strictly decreases from JT? to 0; thus A is
confined to the interval

0 < A < A°. (4-17)

the inequalities being strict. For each A satisfying (4.17), there is a unique value of
x(*i) given by (4.15) and a range of values of x(x2) given by (4.9). There is thus a range
of values of A given by (4.16), namely,

po po
< A < • (4.18)i + (-A°)(i/A-i/ri) Ji-xtli + (-A0)lj----7r (i/A-i/A0)

The left-hand inequality in (4.18) is strict, since we require £x 1 and therefore x(xi)
X(XJ is not possible. However, the upper limit in (4.18) is attained, and there is a unique
X(?) in this case, namely,

(x2-xx)\ri r?ji-z-
It should be noted that 7"? and r% depend on the values of xx, x2 and so the region given
by (4.17) and (4.18) depends on xx, x2 also via 7"? and T^. Note that the upper andlower
limit curves in the (A. A) plane given by (4.17) and (4.18) are both arcs of rectangular
hyperbolas with asymptotes parallel to the axes, which intersect at (0,0) and at (T0,
r°). The upper limit curve is concave downwards, the lower concave upwards. The

upper limit curve in (4.18) will appear again; we therefore define the function

po pop
/MA)- TT\ ' (4'19)

A°A + h—?|(-A°)(A°-A)
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which is in fact defined for all real A except

(i-*i)A°(-A°)
1

(i-*i)(-A°)-(i-*2)A°
We turn now to the subcase p 1, for which P(z) (z — a), with a ^ 1 as before.

From (3.11) we have

M--^A-U)+1f \Al A'- (*-»
(2 - *i)(z - *2) \ TT J (* - Xx)(t - X2)(t -Z)

1

Exactly as in the case N =1,1 0, £x l and the scattering length is positive if a < 1,
while the scattering length is negative if a 1 andx(l) is finite, zero if a 1 and £t 1.

From (4.20) or (3.14) we have

xx-a I 1 (t-a)p(t) Y1
A= \X(xi) + -\ JP;' dt) (4.21)

Xi-x2\ tt) (t-xx)2(t-x2)
i

r^-hzztUjA-ï'-JAJr^A- I««
\ TT J (t - Xx)(t - X2)2 ¦ Jx2 — xx

1

Using the definitions (4.13) and (4.14) and the further definition

A I f ^ dt >0, (4.23)tt) (t-xx)(t-x2)
i

we can write (4.21) and (4.22) in the form

A°(*i - a)
p iv * ' /4 24)

(Xi-a) + (x2-Xi)(X+x(Xi))rr

P r°(x2-a)
2

(x2 -a) + (x2 - xx)(A + x(x2))(-A°) '

From (4.2). (4.9), (4.24) and (4.25), together with a < 1, we see that the set of pairs
(A.A) for which ^(A,r2\xx,x2;p(x)) is non-void is the image of the set

\(a,r,«)\a< 1, 0<r, 1 < as? AZAL\\j fj\i r> l)\0^r}l-*2j
under the mapping

(a, r, oc)^(rja, r), rja, otr)), (4.26)

where

rja, r)
A°(«i-")

(4 27)
K-«) + (^-%)(A + r)A°
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A°(*2-«)A «. «' — ™ • (4-28)
(x2-a) + (x2-xx)(X+etr)(-r^)

Note that the denominators in (4.27) and (4.28) never vanish, since

(1 - xj < (x2 - xj XT?, (1 - x2) < (x2 - xx) A(-A°).

Thus

rx(i,o) r°°<o, r2(i,o) r°°>o. (4.29)

We determine first the subset of pairs (A. A)Ior which et is fixed and not equal to
unity. This subset may be covered by either of two one-parameter families of curves.
If we fix a and vary r from 0 to oo, we obtain a curve which moves away from (rja.O),
r2(a,0)), whose slope always has the sign of — (x2 — a)/(xx — a) and which approaches
(0,0) with slope —(x2 — a)jet(xx — a). Forx2 < a ^ 1 the curve lies in the second quadrant,
for a x2 it is a segment of the negative A-axis, for x, < a < x2 it lies in the third quadrant,

for a xx it is a segment of the negative A-axis and for a < xx it lies in the fourth
quadrant. Alternatively, if we fix r and vary a from 1 to —oo, then PJa,r) strictly
increases with decreasing a and P2(a, xr) strictly decreases. Thus we obtain a one-parameter

set of curves, each of which has negative slope at every point and approaches
(rx,r°)> as a->—oo. It is not difficult to see that no pair of curves from either of these
one-parameter families intersect, though a detailed proof is rather tedious to write out.
Thus the subset of pairs (A. A) Ior which et is fixed at a value greater than unity is
bounded below by the curve

r2 Ajrx), a°°<A<A0,
where AATJ is obtained from (4.27) and (4.28) by putting r 0 and eliminating a.
This gives

„ (AA°A + A0- A) A0

The function AAPJ is strictly decreasing on its interval of definition and A_(TY)
T00, A_(r°) T1?. Furthermore, the subset of pairs (A. A) f°r which a is fixed is
bounded above by the curve

A vl+(«,A). A°°<A<A°,
which is obtained as follows. For P?°< A < 0 it is given by putting a 1 in (4.27)
and (4.28) and eliminating r. We have /l+(a,0) 0 for all ct, while A+(«-Ai) f°r 0 <
A < A* is obtained by eliminating a from (4.27) and (4.28) and letting r-* oo or,
alternatively, by eliminating r from (4.27) and (4.28) and letting a->—oo. Either way we
obtain

A p, A°A°A.
A+(oc, A) ———

A°A - (« -1) I Y^j AA°A0A -1\^j) «(A0- A) A0

A°°< A < 0, (4.31)
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po pop^^-ijr.-'Jr-riii- °*r'<r? (i32)

Note that A+(ct, 7*?°) T00, A+(oc, r°) T"? for each a. The only part of the boundary
for which tPjri,r2;x1,x2;p(x)) has functions with the fixed value of a chosen is the
curve A -<4+(a» A) f°r A*0 < A < °- Moreover, for this part of the boundary the
functions have non-positive scattering length. However, for the interior of the subset
under consideration all functions have positive scattering length.

The subset of pairs (A. A) for which et 1 is just the image of {(l,r,l)|0 < r}
under the mapping (4.26). This is just the arc of the curve A /ML A) for A10 < A <
0. For each (A A) on this curve, ^(A. A»*i» x2>p(x)) consists of a single function,
with x(z) — r and thus with negative scattering length.

Now as et varies from 1 to (1 — xj /(1 — x2), we see from (4.30) that the lower boundary

A /MA), with A0 < A < A1, is fixed. From (4.31) and (4.32) however, the
upper boundary changes. By inspection of (4.31) it is seen that A+(x, A). for hx^Ain
(A0.0), strictly decreases with increasing ct in [1, (1 — xj j (1 — xj]. Similarly, from (4.32)
it follows that AA«-, A). f°r fixed A in (^Ai), strictly increases with increasing a
in [1, (1 - xx)l(l - xj]. Further, with A+(rj defined by (4.19), we see that

AAi,rj AArj, A°<A<o,
A+((i -xjji - xj, A) /MA), o < A < A0-

It is now clear that the set of pairs (A, A) for which &J,TX,T2;Xi,x2;p(x)) contains at
least one function with p 1 is just

{(A. A) IA0 < A < A°, /MA) < A < -MA)} u

{(A,A(A))IA°<A<0}. (4.33)

To obtain the full set of pairs (A. A) for which 7?X(TX,r2;xx,x2)p(x)) is non-void we
need to take the union of the sets (4.18) and (4.33). This union is just the set

•{(A. A) I A00 < A < A0, /MA) < A < /MA)} - {(o, o)}. (4.34)

All the constants and functions appearing in (4.34) are defined in (4.13), (4.14), (4.29),
(4.30) and (4.19). Further, it is clear from our earlier discussion that the subset of (4.34)
for which ^(A.A ', xu x2 ', p(x)) contains functions with non-positive scattering length
is

{(A,A)IA°<A<o, /M(i-*i)/(i-*2),A)<A</MA)}. (4-35)

with AA(1 - xx)j(l - x2),rx) given by (4.31). Note finally that the lower limit curve
A /MA) m (4-34) is the arc of a rectangular hyperbola which is concave upwards,
has asymptotes parallel to the axes and has endpoints (r?0^?0) and (A.T5). The
lower limit curve A /M(l —xjj(l —x2), A) in (4.35) is also the arc of a rectangular
hyperbola which is concave upwards, has asymptotes parallel to the axes and has end-
points (A00, A0) and (0,0).
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APPENDIX A

Lemma : Let g : R -> C be continuous at x x0 and bounded on U( \g(x) | ^ M for all
xeU). Then

CO

lim ^ f g-^— dt g(x0) (AA)
»-«> rr J (t-xj2 +yl

—oO

for every sequence {xn + iyn} in the upper half-plane which converges to x0.

Proof: Put u (t — xjjyn and let

gn(»)=g(xnA-y„u), ueU.

Then

yji f m dt=i f J^-du.
ir J (t-xj2+y2 tt J «2 + l

But

lim gJu)=g(x0), ueU,
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since g is continuous at x x0, and

\gJu)\^M, neN.ueU.
The result follows from Lebesgue's dominated convergence theorem (see for example,
Section 1.34 of [9]).

Corollary : Vet 8 : [1, oo) -> M he continuous at x x0(>l) and bounded on [1, oo). Then

lunlmtf-^-^M 8(x0) (A.2)
t(t-zn.

for every sequence {zj in the upper half-plane which converges to x0.

APPENDIX B

Lemma: Let

V(z) -\j^-dt, (B.l)
tt J t (t — z)

where 0 < 8(x) ^ tt and S e L([l, oo)). Then

Re W(x+ re">) >-rr-2x+ ln(rsin ff) (B.2)

when x e fl, oo), 0 < r < 1 and 0 < 6 < tt.

Proof: We have

ReW(x + rJ*)=Xi+X2, (B-3)

where

x + r cos 0 f 8(*)(* - * - r cos 0)
Xi dt,1

tt J t\t-x-re">\2
i

r2 sin2 6 F 8(f)
X2 dt.

77 J t\t-x-re">\2
i

We estimate Xi.and X2 separately. First,

Xi>0 when x + rcosd^l. (B.4)

When x + rcosd > 1,

(x + r cos 6)jt < 1 + x + r cos 6 -1, 1 < t < x + r cos 8. (B.5)
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Thus, separating xi into integrals over [l,# + rcos0] and [x + rcos8,œ), we have,
when x+ »¦ cos 0> 1,

Jt+rcosS t _ x _ r cos ß

t\t-x-reuXi ** (x + r cos 0) f "-^—-TZ 7 di

x+rcosB (t-X-r COS ff)2
-dt>- J (t-x-r cos ff)2 + r2 sin26'

¦ dt, using (B.5)

i
x+rcos» t-x-r cosd

J (<-*-rcos0)2 + >-2sin20

i
r2sin20

> 1 — x — r cos 0 + J In
(l-*-7cos0)2 + r2sin20

> - x + ln(r sin 0) - ln[*2 - 2(x - 1)(1 - r cos 0)]*

>-2x+ \n(r sin 0).

Taken together with (B.4), this shows that

X!>-2*+ ln(rsin0), *^l,O<r<l,O<0<77. (B.6)

For y2 we have

Xî> — >"2sin20 ^>-77rsin 0>-77. (B.7)
J (<-*-rcos0)2 + r2sin20

V '

The inequality (B.2) follows from (B.3), (B.6) and (B.7).

APPENDIX G

We state in this appendix some properties of Green's functions and Poisson kernels.
We shall use the letter z (resp. z') in the argument of a Green's function to denote the
ordered pair (x,y) (resp. (x',y')) of real arguments. Denote by GJz',z) the Green's
function for the region {\z — z0\ < b}, by G(B) (z',z) the Green's function for the region
{\z — z0\ > a} and by GA(z',z) the Green's function for the region A {« < \z — Zn\ < b},
where z0eC and 0 < a < b. The derivatives of the Green's functions with respect to z',
evaluated on the boundaries of the respective regions in the direction of the inner
normal, we denote by G'„ (z',z), G(a) (z',z) and G'A(z',z).

We now show that

G'b(z',z)-G'A(z',z)>0 when \z' -z0\ b, zeA, (C.l)

G('<o (z', z) — G'A (z', z)^0 when \z' — z0 \ a, z e A. (C.2)

To prove (C.l) we observe that Gb(z',z) — GA(z',z) is harmonic in z' in A and continuous
in z' on the closure of A, that Gb(z',z) — GA(z',z) 0 when \z' — z0\ b,zeA and that
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GJz',z) - GA(z',z) Gb(z',z) > 0 when \z' - z0\ a,z e A. Thus

Gb(z',z) — GA(z', z) >0 when zeA,z'eA
and (C.l) follows. The inequality (C.2) is proved in a similar way.

Let A (resp. A«o) De the Poisson kernel for the interior (resp. exterior) of a circle
with centre z0 and radius b (resp. a). Then

Pb(z',z) 2TTbG'b(z',z), \z'-z0\=b
and

Pw(z',z) 2-rraGlJz',z), \z'- z0\ a. (C.3)

From the corresponding relations for the Poisson kernels we have

J* G'Jz',z)ds' l, \z-z0\<b, (CA)

\z'-z0\=b

j G'(a}(z',z)ds' 1, \z — z0\>a. (C.5)

l*'-*ol-«

From (C.l) and (C.4)

f G'A(z',z)ds' <1, zeA, (C.6)

\Z'-Zn\~b

and from (C.2) and (C.5),

f G'A(z',z)ds'*Zl, zeA. (C.7)

\z'-zn\-a

Note also that, when zeA and \z' — z0\ a or \z' — z0\ b,

G'A(z',z)>0. (C.8)

The explicit form of P(a) is needed in Section 2; it is

\z-zQ\2-a2
P-a>(z0 + "A'.Zn +\z- ZolJ") -— —— •

\z — zj\ — 2\z — zQ\acos(x— p) + a2

\z-z0\>a. (C.9)

APPENDIX D

We show here that property (6) of Section 1 holds for the function/of (3.11), with
k 0. For this we need the definition of f(x) for x> 1. With D(x) given by (3.17),
this is simply

/(*)= 1.1^ i— when x>l, D(x) *0 and x ${*;,},JK ' Q(x)D(x)
V XJ
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f(x) 0 when x i-j(>l) and when D(x) 0. The method of proof follows that of
Appendix I of [1], With D(z) defined by (3.16) and

q(x)(x-l)'-1P(x)
g(x) — x>l,

Q(x)

we have, for x > 1, y > 0,

\D(z) > Im x(*) + — ; r dt
\ ir) Q(t)[(t-x)2+y2]

77J (t-x)2+y2 tt) 1+u2
1 0

This inequality also applies for y 0.
Now it is easy to verify by direct differentiation that there is a number X > 1

such that g(x) is monotone decreasing on [X, oo). Then, with 0 < ß<Trj2, we have

\D(z)\>~^
1 j" g(x + x tan pu)

x^ X, 0 < y < % tan ß.
1+u2

0

Since

g(x) ~cjxN~'~l+i, c>0,
X-»C0

and iV — p — l^ K^O, we can find a constant cx > 0 such that, for 0 < Argz < ß and
for all sufficiently large \z\,

\z\N-*-l+*\D(z)\>cx.

For the continuum {Rez ^ 1} D {Argz ^ B}, the argument of Appendix I of [1]
shows that, when N (p +1), we can find c2 > 0 such that |z|*|D(z) | ^ c2 for all
sufficiently large \z[. li, however, N > p +1, it is easy enough to show that the inequality
becomes \z\ \D(z)\ ^ c3(>0).

For the continuum {Rez ^ l,lmz ^ 0} we have D(z) ->y as \z\ ->oo, uniformly in
Argz, when y > 0. When y 0, on the other hand, |z|*|D(z)| > cj>0) UN p + l and
\z\\D(z) | > c5(>0) if iV > p +1, in each case for all sufficiently large \z\ and uniformly
in Arg z. All these results are straightforward to prove.

Our conclusion is that in every case we can find c > 0 such that

\z\N-'-l+*\D(z)\ ^ c

for all sufficiently large z, uniformly in 0 ^ Argz < 77. From (3.11) it follows that

|*I*|/W I «C,

again for all sufficiently large z, uniformly in 0 ^ Argz < 77. Thus property (6) holds with
£ 0.
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APPENDIX E

We prove in this appendix that, for given pole positions xx,...,xN and given function

R(x), the set of iV-tuples (A. • • -An) of pole residues for which the class Pjrjx,;
p(x)) is non-void is a bounded set in RN.

To prove this, it is convenient to map the complex plane cut along [1, oo) into the
interior of the unit circle by the usual transformation

l+*(z-l)*
w(z)W l-i(z- 1)* '

where

(z-l)*=\z-l\*etel2,
6 being the argument of (z— 1) which lies in the interval [0,277]. The upper (resp.
lower) side of the cut [1, oo) is mapped into the upper (resp. lower) half of the unit circle,
with lh->l, ooh>—1.

We continue to use the same symbols for functions with transformed arguments.
Thus/(ze>) is analytic in {\w\ < 1}, except for poles at w(x,)(i 1,...,N), and is continuous
onto the unit circle from the interior. This is true even at w — 1, if we define/(—1) 0,
by property (6) of Section 1 with k 0. Further,

\f(J<>)\^ljq(ff), -77<0<77,

where q(d) is given in terms of q(x) by the transformation

x 2/(1 + cos 0).

Now define the function g(w) by

g(w) B(w)f(w)

where B(w) is the Blaschke product

i^r / W(X,) — W
B(w) n e(w(x,)) -LiL-—

i=i \l — w(x,)w

with e(0) -1 and e(a) aj\a\, 0 < \a\ < 1. Then

W°)\ W*)\
and g is analytic in {\w\ < 1} and continuous on {\w\ < 1}.

Next define the function

[l Ce^ + w 1

K(u,)=exp -J-^ln— dp

Then K(w) is analytic in {\w\ < 1} and does not vanish there. From the theory of the
Poisson kernel, \K(wJ \ -> ljq(9) for any sequence {w„} which converges to ei$ from inside
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the unit circle. This result is fully covered by Theorem 59 of [16], even the awkward
points 0 0,77. Thus gjK is analytic in {|te»| < 1} and \g(wJjK(wJ | approaches a limit
k(ff) for any sequence {wj which converges to <?'* from the interior of the unit circle;
moreover,

k(ff) < 1.

Thus, from Theorem 101 of [16],

\g(w)\<\K(w), M<1.
Now denote by Bt the Blaschke product B without the ith factor. Then

-*(w(xt))BJw(xt))(\ + w(xt))2
g(™(xl)) " rTTJ r'

(1 - w(Xt))2

and \g(w(x,)) | < \K(w(xj)) | thus gives an upper bound on | A|. which proves the result.
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