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On Commuting Transfer Matrices

By Huzihiro ARAKI1 and Takaaki TABUCHI

Research Institute for Mathematical Sciences

Kyoto University, Kyoto 606, JAPAN

(22.V.1996)

Abstract. We study the non-singular Ä-matrices of the 8 vertex model satisfying the free Fermion

condition, with a generalization that we allow non symmetric off diagonals.
Using the result shown in another paper that the transfer matrix T constructed from each

such i?-matrix commutes with a class of XYh-type Hamiltonian (somewhat generalized, and not
necessarily selfadjoint), we show that such T-matrices commuting with each fixed Hamiltonian
commute with each other at least for generic values of parameters.

In terms of the (Fermion) Clifford algebra obtained by the Jordan-Wigner transformation, the
transfer matrix X for a generic value of parameters is shown to coincide with a constant multiple
of elements of the group Spin (2N, C) when multiplied by even and odd particle number projection
operator.

1 Introduction

We consider the transfer matrix T for spin 1/2 system (for example, see [1]) constructed as

the trace of a product of Ä-matrix R along lattice {1,2, • • •, N} of a finite length N with
the periodic condition (eq. (2.4)).

Our main results are as follows:

(1) For each R of the type specified below, we find a class of Hamiltonians commuting
with T.

'Present address: Department of Mathematics, Faculty of Science and Technology, Science University of
Tokyo, 2641 Yamazaki, Noda-city, Chiba-ken 278, JAPAN
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(2) The transfer matrices T, commuting with a fixed such Hamiltonian, are shown to
commute each other.

The result (1) is stronger than what has been proved in that the class of P-matrices R we

are considering include non-symmetric matrices. The result (2) seems to be much stronger
than what follow from the known Yang-Baxter equations.

The P-matrices we consider are 4x4 matrices with 4 entries at 4 corners, 4 entries in
the central 2x2 square, and zero for all other 8 entries (eq. (2.1)). The 8 non-trivial entries

are complex numbers satisfying (1) a homogeneous second degree equation called the "free
Fermion condition" (eq. (2.2)) and (2) the non-singular condition det R ^ 0 (eq. (2.3)). We
allow non-symmetric matrices, as emphasized above.

The 4-dimensional complex vector space on which R is operating will be identified with
the tensor product of two 2-dimensional spaces, on each of which Pauli spin matrices (2x2
matrices) a^k\a^k\ oy*' are operating, where the upper index k a,b distinguishes the two
component spaces of the tensor product.

We will be considering the algebra 21 generated by spin matrices <r«', (a x,y,z) on

lattice sites j 1, • • •, JV. The P-matrix based on spin matrices a^) and Oß will be

denoted by Pj,j+i (a j, b j + 1 in the above notation). The Hamiltonians which we find
to be commuting with T axe of the following form:

N
H Y. Hj.i+1 (Hn,n+i — Hn,i) (1-1)

j=i
Hab JuffWffW + .713©fV« + Jno-^o-lb) A JMa<aV« (1.2)

+A(c>> + cf>).

The commutativity of H and T is proved by generalizing the proof for symmetric R
by Krinsky [2] to non-symmetric case. Naturally, we have to use somewhat more general
Hamiltonians given above.

We prove the commutativity of T's which commute with a fixed H by a method taken
from [3]. It requires three properties of T's, namely the commutativity with a nontrivial H
of the above form, the translation invariance and T being a multiple of an element of the

group Spin(2JV,C).

For the last property, we use the Jordan Wigner transformation to introduce Fermion
creation and annihilation operators c*, cj (j 1, • • •, JV) (eq. (4.1)). Their linear
combinations denoted by B(h) (eq. (4.7)) form a complex Clifford algebra of 2JV dimension and
define the group Spin(2JV, C) which is denoted by Gc below.

In this connection, an important role is played by the modified P-matrix R RP where
P is the exchange operator of the two component spaces of the tensor product. P-matrices
we are using are exactly characterized among all 4 x 4 matrices by its property that R is a
constant multiple of an element in Gc (Proposition 5.2).
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Returning to the transfer matrix T, we modify it by the shift T0 of lattice sites (to the
left): T TT0-1, where T and T0 and hence T and T0 commute. Note that To does not
depend on parameters, i.e. common for all parameter values. Therefore, the commutativity
of T for two sets of parameter values is equivalent to the commutativity of the corresponding
f.

We then make a crucial observation (Lemma 2.1) that T is a cyclic product of Pjj+i,
j 1, • • •, N (Pjv,/v+i Rn,i)- This is a great simplification because the trace operation
in the original definition of T (eq. (2.4)) is gone in this formula, which does not seem to
have been noticed before. Because of this observation, we would obtain the conclusion that
for a generic values of parameters T is a constant multiple of an element of Gc if all Rjj+i,
j 1, ¦ • ¦, N, were constant multiples of elements of Gc. The latter statement holds for

j 1, ¦ • •, N — 1 but fails unfortunately for j N (i.e. for Pjv,i) because of the presence of
N

an extra operator S YI a\3 >.

Because S takes eigenvalues ±1 (due to S S*, S2 1) and commute with elements
of Gc, with Hamiltonians, and more generally with any even elements of 21, we introduce
the spectral projections E± of S for its eigenvalues ±1 (eq. (5.5)). We then make analysis
separately on two subspaces corresponding to E±.

On the range of E±, S can be replaced by ±1 and Rn,i coincide with a constant multiple
of an element of Gc. However, due to the cyclic product instead of the ordinary product,
we have to make a further computation to reach the conclusion that for a generic values of
parameters T coincides with a constant multiple T* of elements of Gc, namely TE± T±E±.

We also find out that there exist quadratic expressions P* in creation and annihilation
operators satisfying HE± H±E± for the Hamiltonian H of the form (1.1). It then easily
follows that [H, T] 0 implies [H±,T±]E± 0. However, it requires a nontrivial argument
to obtain [Jff±,f±] 0.

Similarly, there exist shift automorphisms U^ of the Clifford algebra such that

i7±f±(t/±)-1£:± f±E±

follows easily from [T0, T] 0. However, it is non-trivial to obtain the translation invariance

U±T±(U±)~1 T*. Essential parts of the argument for the proof uses some explicit
structure of Fock space and will be given in the Appendix.

As a consequence of all these arguments, we obtain three properties for T* and hence
mutual commutativity of T* for different P-matrices commuting with the same Hamiltonian.
This then imply the final conclusion about the commutativity of transfer matrices.

2 Transfer Matrix

(i) Boltzmann Weight.
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In the 8-vertex model, which we will be discussing in this paper, the energy function
h(X, a, A', a') at a vertex depends on the configuration A, a, A', a' of 4 edges meeting at that
vertex as in figure 1, where the configuration of each edge (i.e. each of A, a, A', a') takes 2

values, say ±1.

¦A'

Figure 1. Configuration of edges at a vertex

We may consider the corresponding Boltzmann weight

P(A, a; A', a') exp -ßh(X, a, A', a')

as 4 X 4 matrix in the following manner.

Let V be a two-dimensional complex vector space with an orthonormal basis {ei,e_i}.
P is then interpreted as a 4 x 4 matrix acting on

v Y v^(eX ® ea) S V ® V
A,a=±l

by
Rv= E E P(A,a;A',a>A,a.)(eA®ea).

A,a=±l A',a'=±l

With respect to the basis

fi=ei®ei, 6 ei®e_i, (3 e_i ® eu £4 e_i®e_i,

P takes the following form for our model.

P

o+ 0 0 d
0 6+ c 0

0 d 6_ 0

d! 0 0 a_

(2.1)

We restrict ourselves to the case where the following "free Fermion condition" is satisfied

a+a_ + 6+6_ - cc' - dd' ~ 0 (2.2)

Furthermore, we impose a further condition

<z+a_ - dd' Ï 0, (2.3)

which is the condition (under (2.2)) for the existence of P_1. (The significance of the
condition (2.2) will become clear in the next section.)
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We will be dealing with the general case of complex parameters without any other
conditions than (2.2) and (2.3). In fact, for our main conclusion of the commutativity, the
condition (2.3) is also not required, just as the limiting case of those satisfying (2.3).

In the following discussion, we have to deal with many 2-dimensional spaces Vj. In such

a situation, the same matrix P acting on Vj ® Vk will be denoted by R]k.

(ii) Transfer Matrix.

We will be considering the 8-vertex model (2.2) on a two-dimensional M x N lattice with
the periodic condition. The partition function will be of the form

Z Ye-ß^=YI[Rn(-)
n

where the total energy J2hn is the sum of interaction energy at all vertices, Rn(-) is the
Boltzmann weight P(A,a : A', a') (introduced in (i)) at the vertex n and the summation
is over all configuration of edges. The summation will now be interpreted as product and
traces of matrices in the following way.

If we look at a specific edge on mth row between j th and (j + 1) th columns, the only
Rn(-) which depend on the configuration A' of this edge are for two vertices n (m,j) and
n' (m,j + 1). We may consider Rn to be acting on Vó ® Vj and Rni acting on Vo ® V]+i,
where V} and V]+i refers to configuration of edges on j th and j +1) th columns, respectively.
Then the summation over A' yields

Y Rn(X, a}, A', df)Rn>(A, cy+i, A", a'j+1)
A'

Rn Rn: X, aj, aj+i ; A", a\, a'j+1

where Rn is acting on Vo®Vj, Pn/ acting on Vó®Vj+i, the product in RnRni is with respect to
the action on the space Vo with the resulting product matrix RnRn' acting on Vó® Vj ® V}+i.
In this situation, we denote Rn as Poj, Pn< as Po^+i and their product as P0jPo,j+i with
the understanding that R0j is the matrix Rn ® lj+i acting on Vó ® V3 ® Vj+i (lj+i denotes
the unit matrix E on V^+i), Pj+i is a similar matrix for Pn< and their product is then the
usual product of matrices py and Po,j+i acting on the same space Vó ® Vj ® Vj+i.

Repeating the same procedure for summation over configurations on successive edges on
mth row, we obtain the following matrix acting on Vi ® V2 ® • • ¦ ® V/v, called the transfer
matrix.

T trVoRoiR02---RoN (2.4)

Here products and the trace are taken on the space Vó- The matrix elements of T will be of
the form

T(ai,a2,.. .,aN;a\,ct2, iaN>
where ai,a2,..., a^ refers to the configuration of the edges on the first, the second, the
N th column between (m — 1) th and m th row and a[,a'2,..., a'N refers to those between m
th and (m + 1) th rows. The partition function Z is obtained as

Z trTM
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vhere products and the trace are now taken on the space Vi VW.

The quantity we want to discuss in this paper is the transfer matrix T itself as a matrix
acting on

V Vi ® • • • ® VN (2.5)

(iii) Translation invariance.

We introduce the translation operator T0 on V by its action

To(eai ® • • • ® eaN) ea2 ® ¦ • ¦ ** ° ™
Ofjy- yy °ai (2.6)

on an orthonormal basis eai ® - ¦ ¦ <S

of T0 is the translation to the right:

T0_1(ec*i ® - • • ® eaN) eaN ® eai

Then we obtain

eaN of V. It is the translation to the left. The inverse

• ® eaN_, (2.7)

(Ivb ® Po)Poj(lv0 ® To)"1 Roj-i (2.8)

on Vó ® V. (j — 1 for j 1 is to be understood as JV.) Hence we obtain from (2.4) and the
trace property tr(AB) tr(BA), the following translation invariance

ToTTo"1 T. (2.9)

In the following, we will be discussing the property of

f T0~lT TTo'1

which also commutes with T0.

(iv) Basic formula for T.

We introduce the following exchange operator acting on V ® V.

P(ea ® eß) eß® ea.

(2.10)

Namely

We then define

R=RP

/ 1 0 0 0 \
0 0 10
0 10 0

V 0 0 0 1 /

a+ 0 0 d \
0 c b+ 0

0 6_ d 0

\d' 0 0 a_ J

(2.11)

(2.12)

(2.13)
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We now introduce the notion of circular product. Let Rj^k be a matrix acting on Vj ® 14,

namely P^ £ !8(V}) ® QS(14) where ®(V) denotes the algebra of all 2 x 2 matrices acting on
V. Then for B;v,jv+i T,rkiAk ® B, with VW+i Vi, Ak € <8(V/v), B; € <8(Vi), we define
the following circular product:

circ.

Il R-3,3+1 Y Tkl Bi RiaRifi • • ' Rn-i,n Ak (2-14)
j:l->N k,l

where B; is identified with P; ® 12 ® • • • ® ljv and Ak with li ® • • • ® ljv-i ® Ak.

The circular product is almost the same as the ordinary product Pi,2P2,3
• • • P/v-i,/vP/v,i except that the matrix of 5S(Vi) contained in Pjv.i should multiply the matrix

of !8(Vi) contained in Pi,2 from the left instead of from the right, namely their order of
product is inverted. We also write it as

: Pi,2P2,3 • • • Pat-i.tvPjv.i '-i (2.15)

where : • ¦ • :x denote the inversion of the order of product of matrices belonging to 2$(Vi)
which are contained in each factor Rjj+i (in fact those in Pii2 and in Pjv,i). We have the

following formulas:

Formula 1 : Rh2R2>3 ¦ ¦ ¦ RNil :i
*' {(«'Pll2)P2,3 ¦ ¦ • O'Pv.i)} (2.16)

where t1 on the left shoulder indicate the transposition of matrices belonging to P(Vi).

Formula 2 : Pi)2P2,3 • • • Pjv.i '-i ¦ Pjv,iPi,2 • • • Rn-i,N -n (2-17)

Roughly speaking the circular product is invariant under circular permutation.

The following Lemma gives the basic formula for T, which will be the basis of our
computation in this paper.

Lemma 2.1
circ.

t= n Rij+i (2-18)
1-fiV

where Vjv+i Vi and Rj,j+i is R of (2.13) acting on Vj ® Vj+i.

Proof. By definition (2.13)

Rj,i+i(ajiaj+i;a'j,<x'j+i) R(ai,<xi+ua3+i,a'j)

where a3, a'j and Oj+1, a'+1 are labels for orthonormal basis vectors of Vj and Vj+i, respectively.

Then

(Pi-i,jPw+0(ai-i, aj, aj+i;a'j_i,a'j,a'j+1)

Y R(aJ-iiaf> a'jya'j-i) Ä(aj'.aj+i;a'j+ia'i)

Y ä(«j-i. °j; ^i» ai-i) P(^i) ai+i; aî+i: aj)
A,
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where the second equality is simply a relabelling of the summation index from a" to Aj.

Repeating this computation, we obtain

circ.

LT R3,3+i)(ai,---,aN;a'i,---,a'N)
j-.l-vN

N

E II -ß(Aj-, «i+i; Ai+i, orj)
Ai-Ajv J=l

where the index JV + 1 is to be replaced by 1. Therefore

circ.

|To( IJ Pj,j+iJ](ai,...,ajv;ai,...,c4)
j:l-¥N
circ.

II R3,3+i)(aN,Oii,...,aN-i;a'1,...,a'N)
3-.1-+N

N

E nfi(AJ'aj;AJ+i>«î)
Ai~.Awj=l

tr0(Poi • • • Ron) T.

Q.E.D.

We note that the space Vó in the definition of T is completely eliminated on the right
hand side of the formula (2.18). This is the merit of this formula.

3 Free Fermion Condition

In this section, we clarify the implication of Free Fermion Condition (2.2) for the purpose of
its application to our main theorem.

We use the following linear basis of 2 x 2 matrices in ®(V).

i o\ /on. /0 1\ /io
o ij' a'=\\ o)> ,a»=Ui oj' a'=\o -1

Pauli matrices ax, ay, az in 25 (V;) will be denoted by a^f\ a^3\ a^f Due to their orthogonality

tr(aacrß) 2Saß,

the coefficients of the expansion
A Y aa°~a

a

for an arbitrary 2x2 matrix A can be obtained by

1

aa -tr(craA).
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(The coefficient of iay will be — iay.)

For expansion of Rjj+i G !B(V^ ® Vj+i), we may use the product of above bases for Vj
and VJ+i. P is of a special form so that it is a direct sum of 2 x 2 matrices

and

Re

P°

a+ d
on (V ® V)e Ce! ® ei + Ce_i ® e_i

c b '

| on (V ® V)o Cd ® e_i + Ce_i ® eu

(3.1)

(3.2)

n
1 and e_i 1

• Therefore only the following 8 terms out of 16 possiblewhere ei

terms appear in the expansion of P:

(To Qs> (To

(To®(Tz

crz <x>ct0

oz (X) az

/1

V

/1

V

/1

V

/1

\

1/
0^ ® (7*

\1

-1

-1

-1/

-1/

1/

a-,. ® (i(7B)

(jCTy) ® (Tj;

(Jo-j,) ® (Jcr^)

1\

-1

V-i
/

V-i

1\

1\

1\

Vi

We now focus on the coefficient of az ® az, which is given by

(l/4)tr4{D(az ® az)} (l/4)(dn - d22 - d33 + d44)

(l/4){tr2De - tr2B0} (3.3)

for any 4x4 matrix D (dij) e <S(V ® V) which is a direct sum of De E ©((V ® V)e) and
Po € ^((V ® V)o). In this formula, trn denotes the trace of an n x n matrix (n 4,2).

Lemma 3.1 P can be written in the form

R eD (3.4a)

D De © Po, tr2De tr2D0 (3.4b)

(namely, the vanishing of (3.3) for D) if and only if the following 3 conditions are satisfied
by parameters:
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(a) The free Fermion condition (2.2) holds.

(b) R is non-singular, i.e. the condition (2.3) holds.

(c) R is not of the following form:

Re Xl + JVe, P° -Al + JV° (3.5)

for A / 0 and non-zero nilpotent matrices Ne and N°.

Remark If P has the form excluded in the condition (c), then P can be written as the
product

P RaRb

of the two matrices
Ra XI 6 -Al, Rb 1 A N

where
JV A-1JVe©-A-1JV°

is nilpotent. Both Ra and Pj satisfy conditions (a), (b), (c) and hence there exist, by this
Lemma, Da and Db of the form (3.4b) such that

Ra eD% Rb eD»,

R eD°eD>.

Thus P can be written as a product of 2 matrices of the form (3.4) but the product P can
not be written in such a form.

Proof of Lemma 3.1

The necessity follows from the following computation. From (3.4), it follows that

R eD eDc(BeD0

Namely
Re eD% R° eD°

The vanishing of (3.3) for D implies

det Re etrD' etrD° det P°

where det A denotes the determinant of A, and we have used the formula det eD etrD for
a general matrix D. Due to

det Pe a+a- - dd', det P° cc'- 6+6_,

the free Fermion condition (2.2) follows.
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For any matrix D, eD has the inverse e~D and hence it is non-singular. Finally, consider
P of the form (3.5). Suppose

Re eD% R° eD°. (3.6)

If the Jordan form of De were diagonal, then eDe would be diagonal, in contradiction with
the assumed form (3.5). The same argument holds for D0. Hence

Be Pel A Me, D0 p0l A M0

for some nilpotent Me and Mo. By the requirement (3.6), we have

e— 1 + Me 1 + A"1 Ne, eMo 1 + M0 1- X^Nq.SMe — 1 + M — 1 _i_ \-l M cMt

Thus eß'-ß0 -1 and hence

MO Me + (2^+ 1)7T7

for some integer L Hence

Tr pol -Trpel 2(21 A l)m ± 0.

So (3.4b) is not satisfied. This completes the necessity proof.

Next we show the sufficiency. First consider the case where the Jordan normal form of
Pe is diagonal. By condition (2), both Re and P° are non-singular and hence they can be

written as eD° and eD° for some matrices De and D0. If the eigenvalues of Re are Aei and
AC2, then eigenvalues of De can be taken to be

LogAei A2iiiri, LogAe2 + 2l2rri

for any integers tx and i2 (Log is a fixed branch of the logarithmic function) so that for one
choice of De there is another choice D'e satisfying

R" eD' e0'», TrD'e TrDe + 2£ni

for any integer £ (simply by adjusting t2 with £i fixed, for example). On the other hand the
free Fermion condition implies

eTrD'- det Re det P° eTrDo

so that
TrDe TrDo A 2lrri

for some integer £. Then we can choose D'e which satisfies Re eD' and (3.4) by

TrB^ TrDe + 2£ni TrD0-

The same argument holds if P° has a diagonal Jordan normal form. The remaining cases

are when both Pe and P° have non-diagonal Jordan normal form, i.e.

Pe Ael + Ne, R° A01 + N°
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with some nilpotent JVe and JV°. By the free Fermion condition,

X2e det Re det R° X20.

Hence A0 ±Ae. The case A0 —Ae gives (3.5) with A Ae and is excluded by condition
(c). If A0 Ae A, then we can fix one p satisfying eß X and define

Be pl A A^JV6, B0 pi A Xô'N0.

Then (3.4) is satisfied.

Q.E.D.

4 Fermion creation and annihilation operators

We will be dealing with the algebra

2l !8(Vi)®---®!8(Viv).

The notation a^fay3\a^ for Pauli matrices in each 2$(Vj) will also be used to denote the

corresponding operators in 21, i.e. <r$ denotes also

li ® • • - ® ly_j ® ai3) ® lJ+i ® • • • ® ljv

(a x, y, z) where lk denotes the unit matrix in 2$(Vk). We denote by 21,- the subalgebra of
21 generated by them.

(i) Jordan Wigner transformation.

We introduce the following operators:

cj Sj(o-i3> - «rCfl)/2> (4.1a)

c) Sj(a^Ai^>)/2, (4.1b)

Sj ö-U---o-t» (Si l). (4.1c)

The inverse transformation is given by

afp 2c)cj - 1, (4.2a)

a^=Sj(cjACj), (4.2b)

afp iSj(cj-c}), (4.2c)

The operator c* is the adjoint of c, as can be derived from (4.1a) and (4.1b). They satisfy
the following canonical anticommutation relations (CAR):

[cj,ck]+ [cj,ck]+ 0, (4.3a)
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[cj,ck]+ 6jh (Oforj^fc, lforj fc) (4.3b)

where [A, B]+ AB + BA. By (4.2), the set of all c, and c* (j 1, • • ¦, JV) generates

21 <8(Vi ® • • • ® VN) 18(Vi) ® • • • ® <S(VN). (4.4)

So 21 is reinterpreted as a CAR algebra or Fermion algebra.

(ii) Self-dual CAR description [4].

For the sake of compact notation, we introduce the following notation. For each

/ (jV--,/n)€/J2({1,---,JV}),

we define

For each

we define

<=(/) £/i<V, c{f)=YfAr (4-5)

h=^eL £2({l,.--,N})®f({l,---,N}), (4.6)

B(h) c*(f)Ac(g)€%. (4.7)

It satisfies (and characterized by) the following self-dual CAR relations.

(1) h € L -> B(h) e 21 is (complex) linear.

(2) [B(hiY,B(h2)]+ (hi,h2) (4.8)

where the £2 inner product on L is defined by

(huh2) (fi,f2)A (gx,gi)

for

M£)eL' M2)eL'fl)eL, h2=(f-'
,giJ \g:

(f,g) fugiA--- a fngn

îorf,gel2({l,---,n}).

(3) B(h)* B(Th) (4.9)

where

The conjugate linear operator T on L is involutive (F2 1) and antiunitary ((Thi, Th2)
(h2, hi)) and hence viewed as an abstract complex conjugation operator on L in the sense that
there exists an orthonormal basis a, ¦ ¦ ¦, e2jv in L satisfying Fe^ e3 for all j !,-••, 2JV
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and T is a (concrete) complex conjugation of components of vectors relative to such a T-
invariant basis.

(iii) Quadratic combination

Let A — (A{j)i j=i... 2N be 2JV x 2N matrix. It can be written in terms of JV x JV matrices
Awas

We define

(B,AB) (c*,Auc) + (c*,A12c*) + (c,A21c)A(c,A22c*)
N

Y (Aacic3 A Ai,]+Nc*c*

AAi+Ni]CiCj + Ai+N,j+NCiC*), (4.12)

which covers all possible quadratic expressions of c, and c*, j 1, • • •, JV. It has the following
commutation relations

l(B,AB),B(h)} B(a(A)h), (4.13)

[(B, AiB), (B, A2B)} (B, [a(Ai), a(A2)]B) (4.14)

a(A) A-rA*r (4.15)

which easily follows from the formula:

[AB,C] A[B,C]+-[A,C]+B.

The set of all a(A) can be characterized as

o(2JV, C) {A € B(L);rA*r -A}. (4.16)

Namely a(A) for any A belongs to (4.16), and a(A) 2A holds for any A in the set (4.16).
It is a complex linear set closed under commutator and hence is a Lie algebra.

The operator T may be viewed as a complexification and o(2JV, C) is the set of all
antisymmetric matrices (under transposition) with respect to a T-invariant orthonormal basis.

(iv) Bogoliubov automorphisms

From (4.13), we obtain for A € o(2JV,C)

e(B,AB)B(h)e-(B,AB) S(CMA)5 (4.17)

where
e2A e 0(2JV, C) {S e B(L); TS*f= S'1}. (4.18)

and 0(2N,C) is the complex orthogonal group.
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For any S £ O (2N,C), there exists a unique algebraic automorphism as of 21 (not
necessarily preserving *) satisfying

as(B(h)) B(Sh). (4.19)

called a Bogoliubov automorphism. It becomes a ^-automorphism if and only if U is unitary
i.e.

U G 0(2N) {U G B(L) : [T, U] 0, UU* U*U 1} (4.20)

where 0(2N) is the real orthogonal group.

The equation (4.17) says that the similarity transformation by et(-B'AB^ gives rise to a
Bogoliubov automorphism:

Ade*B>AB^ a^A. (4.21)

It obviously belongs to the connected component of the Lie group:

e2tA G SO(2N,C).

We shall denote G SO(2N) and Gc SO(2N,C). Their Lie algebras are

0 {AgB(I); [r,A] 0, A* -A],
&c o(2N,C).

The latter is the complexification of g.

Let Gc be the subgroup of the group 2lu of all unitaries in 21 generated by e'B,AB', A G gc.

Its Lie algebra is the Lie algebra of all (B,AB) which is isomorphic to the Lie algebra gc.

Both Gc and Gc are connected Lie groups with isomorphic Lie algebras. It is known that
the universal covering group of Gc for JV ^ 2 covers Gc twice. On the other hand

_l _ girici _ eiri(c*Cj-CjC*)

induce the trivial automorphism id. of 21 and (c*Cj — CjC*) (B,AB) for an A G go, so

that the homomorphism Gc —> Gc induced by the isomorphism of their Lie algebra is not
one-to-one. Hence Gc is isomorphic to the universal covering group of Gc and the map

V G Gc -r AdV G Gc (4.22)

is exactly two-to-one, namely, for each V G Gc, there are two elements ±V G Gc such that
Ad(±V) V.

5 The operator T as an element of Gc

(i) By the Jordan-Wigner transformation, the eight 4x4 matrices in Section 3 as elements
of B(Vj ® Vj+i) 2lj ® 2lJ+i can now be written in terms of quadratic expressions of c's and
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c*'s by Substitution of (4.2):

0o® co 1, 0-0 ® az — dj+1Cj+i - Cj+idj+i,
az ® 0o c*Cj - CjC*, ax®ax (c3 - c*)(cJ+i + c*+1)

ax ® (iay) -(c3 - c*)(c3+i - c*+1), (iay) ® ax -(c3 + c])(cJ+i + c*+1)

(iay) ® (iay) (cj + c*)(c3+i - ci+1.),

az ® az (c*Cj - c3c*)(c*+lc3+i - c3+ic*+i).

By Lemma 3.1 and the subsequent Remark, we obtain the following result.

Lemma 5.1 Rj,j+i G 21, ® 2(,+i (j 1,2, •¦ -, A — 1) is in Gc up to a constant multiple
(i.e. Pj,j+i G CGC if the following two conditions are satisfied.

(1) Free Fermion Condition. (Condition (2.2))

(2) P is not singular. (Condition (2.3))

(The constant multiple comes from the term a0 ® 0o in B.) Note that Gc is a group and
hence

Pi,2P2,3 ¦ • ¦ Rn-i,n
is also in Gc up to a constant multiple.

The P-matrix P we are considering is of the form (2.1) with parameters satisfying the
free Fermion condition (2.2) and the non-singular condition (2.3). The matrix P which is

the P-matrix P modified by the exchange operator P as in (2.13) is playing the central role
in our discussion of the transfer matrix T or T. It can be characterized among all 4 x 4

matrices by the following condition.

Proposition 5.2 For a 4 by 4 matrix R to belong to Gc up to a constant multiple, it is

necessary and sufficient that R RP is of the form (2.1) and the parameters satisfy (2.2)
and (2.3).

Proof. We have already seen the "if" part in Lemma 5.1. We now prove the necessity. We
consider the even-oddness automorphism 0 of 21 which is uniquely defined by 0(c,) — c3,

0(c*) —0(c*), j 1,...,N. Then (P,AP), being a quadratic expression in c's, is 0-
invariant, hence so is any element P G Gc. This implies that P and P are of the form (2.1).
Also, any element of Gc is invertible, have to be non-singular and hence (2.3) is satisfied.

Finally we note that the free Fermion condition for P is the equality of determinants of
two 2x2 matrices in P, one in the central square and the other on the four corners. We

already know by Lemma 3.1 that it is satisfied by AB>AB) and hence by their products. In
particular any element of Gc (for the case N 2) satisfies this property for P and hence the
free Fermion condition for P PP.

Q.E.D.
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Since Pjv.i has a different form, we now want to discuss R^,i along with other matters
associated with the edge of our lattice.

(ii) Edge of the lattice

At the edge of the lattice, we have the following relations:

af> Sn(cn + c*N) (cN + c*N)aiN)S (cN - c*N)S i
ayN) iSN(cN - cN) i(cN - <?N)arWS i(cN A c*N)S (5.1)

af) =2cNcN-l J

where

S CTm...ayA)=T[(c]c3-c3c]). (5.2)

The operator S anticommutes with every B(h), h G L and hence commutes with quadratic
expressions of ds and c""s. Since S* S and S2 1, any Q G SO(2N,C) and A G o(2JV,C)

split as follows:

Q Q+AQ-, Q± QE±, (5.3)

A A+ + A-., A± AE±, (5.4)

B± (l±S)/2. (5.5)

We now investigate R^ti and its role in the cyclic product more closely. In terms of Pauli
spin matrices, we have

Pv,i «ool + az0aP + a0za<f > + azza^af)
rjWrjW .(lLW + a JlUNl + a (7(1)0(iV)T"!!^! °£ T °V°y ^i T "a;y(7I °j T ayyu y uy

with parameters a,v,- determined by

a+ a0o + az0 A a0z + azz, a_ a0o — az0 — a0z A azz,

c a00 - az0 A a0z - azz, d a00 A az0 - a0z - azz,

a — axx iayx iaxy ayy, a — axx -j- iayx -j- iaxy ayy,

o+ — axx -+• iayx %axy -\- ayy, o_ — axx iayx -j- iaxy -\- ayy.

First we discuss the free Fermion condition, which is equivalent to

a0oazz - a0zaz0 axyayx - axxayy. (5.6)

in terms of the new parameters.
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With the abbreviation

g Pi,2 ¦ • • Pjv-i,7v G CGc,

we have

where a^fy is in front of g by the definition of the cyclic product, 0o 0o — Ij aim the
pair of indices (p, v) run over 8 possibilities for the index of a.

By substituting (4.2) with j 1 and (5.1), we obtain

T A00g A A30cjci5 + Ao3gc*NcN + A33c*cigc*NcN

A(Anc*1gcN + Ai2Cigc*N + A2iCigcN + A22CigcN)S,

with

Aoo ctoo-o!0z-az0 A azz, A33 4azz,

A30 - 2(az0 - azz), A03 2(a0z - azz),

An — in — iayx + iaxy + ayy — b2,

An —axx + iayx + iaxy + ayy —d,

A2i otxx + iayx + iaxy — ayy a",

A22 —axx — iayx + iaxy — ayy —bi.

The condition (5.6) is equivalent to

A00A33 - A30A03 AuA22 - A2iAi2. (5.7)

When multiplied by E±, S can be replaced by ±1.

Hence we have TE± R±gE± with

P± Aoo + Asoc'Ct + A03c'c +A33CjCic'c

±(Anctc + A12cïc' + A2iClc + A22cic')

where
c gcN~g~l ag(cN), c' ~gcNg~x ag(c*N)

axe B(ghN) and B(gh'N) for the test function h^ and h'N satisfying c/v B(h^), c*N B(h'N)
and g is the element of Gc, ag Ad g being the Bogoliubov automorphism due to g G cGc.
We note that CAR relations are preserved:

c2 (c')2 0, [c,c']+ l.

We now show for a generic value of parameters that R± G C Gc. This will imply R±g G

C Gc. We project out the first component of the test functuions gh?j and gh'N as

c B(ghN) ßici + ß2c\ + c

c' B(gh'N) ß[ci + ß'2c\ + c'
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where c and c' are linear combinations of c3, c*, j 2,..., JV and satisfying

c2 + Ä/?2 c2 0, (d)2 + ß'iß'2 (c')2 0,

[c,d}+Aßiß'2Aß'iß2 [c,c'}+ l.

As shown in the Appendix (Lemma A.5), c and c' are linear combinations

c (c0A nc'o, c geo + n'c'0

of Co and d0 which are linear combinations of Cj, e?, j 2,..., JV and satisfy

c0 (co)2 0> [co,c0]+ l,
under the condition

[a, a']2, - 4c2(c')2 l - 2(AA' + A'A) + (Aft' - A'A)2 ^ o. (*)

The fact that they are linear combinations of Cj, c*, j 2,..., JV implies

[co,ci]+ [c0,c*]+ [c0,ci]+ [c'o,c*i]+ 0.

By using these relations, we can compute c2, (c')2 and [c,^]^.. Substituting the result
into earlier relations, we obtain

^+AA ey+#/?'2 o,

£»' + £'»?+ A# + /?iA !¦

By substitution, we have

P± A00 + Aggeli + AÓ3CÓC0 + A33cÌCiC0Co

±A'ucJco ± A'12clc'o ± A'21ciCo ± A'22cidQ,

with

A'oo A00AA03(ß'iß2AvC)±A2iß2±A22ß2,
A'30 A3oAA03(ßiß'2-ß2ß[)AA33(nt;' + ßiß2)

AAnßi t A2iß2 ± Ai2ß[ t A22ß'2,

A'os AnW-fr,), A'33 A33((r,'-t'r1),
A'ii AuÇ A A12f ± A03(£ß'2 - (,'ß2) ± A33((ß'2 - i'ß2),
A'12 Ai2n' A Aim ± Arafat - «'A) ± 4b(»?# - n'A),
A'21 A2i£ + A22f ± Ao3(iß[ - ?ßi),
A22 A227?' + A21n±Ao3()7/9i-7?'A).
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We now compute expressions corresponding to two sides of (5.7).

^00^33-^03^30 (^' - ^){(AooA33 - A03A30)

+(AA - ß'2ßi)Ao3(A03 A A33) ± A^2i(Ao3 + A33)

±ß'2A22(A03 A A33) =F ß'iAi2A03 T ßiAnA03},
A'nA'22 - A'12A'21 (£r/ - e^){(AnA22 - AuAn)

+(ß2ß[ - ß'2ßi)A03(A03 A A33) ± A^2i(Ao3 + A33)

±ß'2A22(A03 A A33) T ß'iAi2A03 T ßiAnA03}.

Thus we have

A)0^33 ~~ A)3^30 ^11^22 ~~ ^12^21- (°-°)

We can now go through the same computation from 0's to c's backwards to obtain the
formula

P± «óo1 + a'z0^z1] A a'0zaz + a'zza{paz

Aa'xxai%x + a'yxay%x + a'xya^ày + a'yyayVay

where

and

xQ0^zz "02uz0 — "xy^yx ^xx^yyi (5.9)

az 2c'c — 1, äx 0p'(c + d), 0.y
rWiai '{c — c

Then àx, ây and âz commute with afp and satisfy the algebraic properties of Pauli spin
matrices

aaaß —0/j0a î07

for (a,ß,7) (x,y,z), (y,z,x) and (z,x,y), except their hermiticity.

For the application of Lemma 3.1, we need the non-singular condition

det P± ^0. (5.10)

For a specific set of values of the parameters ai a2 c d 1,61 b2 d d' 0,
all Rjj+i,j 1, • • -, N — 1 are the identity matrix and hence R± is also an identity matrix.
Therefore (5.10) holds. By continuity, (5.10) holds in an open neighbourhood of this specific
set of values of parameters. Thus for a generic values of the parameters (more precisely,
possibly excluding the algebraic manifolds defined by det R± 0), (5.10) holds.

Similarly, in the above proof, we need the condition (*). For the above specific set of
values of the parameters, the left hand side of (*) is 1 and hence (*) is satisfied in an open
neighbourhood of the specific set of values. Thus for a generic values of parameters, (*) also
holds.
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We can now apply Lemma 3.1 to R±. The proof of Lemma 3.1 does not use the hermiticity
of Pauli spin matrices, and hence P± is either of the form eD or a product of two such matrices
where B is a quadratic expression of Ci, c\, c and c'. Hence we have P± G C Gc- (Note that
traa 0 follows from the relations 2ia1 [aa, aß}.)

The foregoing computation shows the following result.

Proposition 5.3 For T of (2.10) (the ratio of the transfer matrix by translation operator),
the following hold for a generic values of the parameters.

TE± k±V±E±, V± G Gc, k± G C. (5.11)

We note that
det Pj,J+i (a+a. - dd')1'2

under the free Fermion condition and det P± is also of the same form with deformed
parameters. The parameter k is needed to make det V± 1. Thus k2 is a polynomial of the
parameters a+, a_, 6+, 6_e, d, d and a". The ambiguity ± for V± arising from the square root
of k2 disappears when mapped into Gc.

6 Shift Invariance

The operator S defined by (5.2) implements the automorphism 0 of the algebra 21 (0(A)
SAS-1, A G 21) satisfying

G(cj) -cj, Q(aP) aP,
(6.1)

Q(a(p) -<#>, 6(of >) -ay3\ J

j 1,..., N. Hence S commutes with Rj,j+i and T in (2.18).

From the definition (6.1), it follows that S and E± are invariant under the shift discussed
in Section 2 (iii). Namely

[To,TB±] 0. (6.2)

The subalgebra of 21 consisting of all ©-invariant elements A of 21 (i.e. 0(A) A) will
be denoted 2l+. It is generated as a C*-algebra by quadratic expressions in c3 and d-, i.e. by

CjCk, CjC*k, CjCk and c*c*k (j, k 1,..., JV). T0, T, S, Et are all elements of 2l+.

(i) Shift Automorphisms

The shift operator T0 introduced in Section 2 (iii) induces the following shift automorphism

of 21.

r(A) (AdTö^A TölAT0. (6.3)
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For example, for a x,y, z,

r(aW) aP.

If j < fc ^ JV, then

CjCk {(a(p - iafp)/2}afp ¦ ¦ • af~'\a^ - ,V«)/2

and hence

r(cjCk) c]+lck+i. (6.4)

Similarly,
t(cj4) ci+i4+i> T(c*ck) c*+ick+i, T(c)c*k) c*+1c*k+1 (6.5)

By the canonical anticommutation relations (4.3), these equations imply the same equations

for the case k < j ^ N.

For the case j < k JV, we have

r(c3cN) ì((7(^)-ìffu+i))(T(^)...(Tf)ì(0(1)-70(1))

Cj+iSci — Scj+ici. (6-6)

Similarly, we obtain

t(cjcn) -Sc3+ic[, r(c*cN) -Sc*j+1ci, t(c*jC*n) -Sc*+id[ ¦ ¦ - (6.7)

Let t±ar be the ^-automorphisms of 21 2lCAR uniquely determined by

r£AR(c3) c3+i ifj^JV, |
4AR(cN) ±Cl J

(6.8)

Lemma 6.1 For any A G 2l+)

r(AEt) r°AR(A)E± (6.9)

Since SE± ±E± and t(E±) Et, (6.9) holds for A c3ck,c3ck,c*ck,c*cl (j,k
1, • • -, JV) by (6.4)-(6.7) and (6.8). Hence (6.9) holds for any A in 2l+, which is generated by
quadratic expressions in ds and c*'s.

(ii) Shift Invariance
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The transfer matrix T (T modified by T0) belongs to 21+ and coincides with a constant
multiple of an element of Gc when projected to E+ and to B_:

TE± k±V±E±, V± G Gc, k± G C. (6.10)

Proposition 6.2 Assume JV > 2. Then

r£AR(V±) Vt (6.11)

The following technical Lemma, to be proved in the Appendix, is the basis for the proof.

Lemma 6.3 Assume N > 2. IfV±& Gc satisfies V±B± B±, then

V+tt tt, Ad V+ ±1 (G Gc) (6.12)

VIft ±ft, Ad V- ±1 (G Gc) (6.13)

where we have two possibilities for V+ and for VI given by the choice of the sign ±. The ±
in two equations in (6.13) should be the same.

Proof of Proposition 6.2 By (6.2) and (6.9), we have

r£AR(V±)£± r(V±Et) Klr(fE±)

kllTE± V±P±.

Hence

V±-V£AR(T4)B± E±, V^AR(Vt) G Gc.

We can now apply Lemma 6.3. We know that V± depends polynomially on 8 parameters
of P except for the over-all factors fe± and hence V± are continuous in these parameters. We
also know that P 1 and hence V± 1 for a specific set of values of parameters:

a+ a_ c d 1, 6+ 6_ d a" 0.

Therefore the choice of ± in Lemma 6.3, which has to depend continuously on parameters
of P and has to be + for a specific value of parameters, has to be + for all parameter values,
as the set of allowed parameter values is connected (being generic points of the irreducible
algebraic manifold defined by the free Fermion condition). Then Lemma 6.3 (i.e. eqs. (6.12)
and (6.13) with + sign) implies

V^AR(Vt) 1.

Q.E.D.

(iii) Fourier analysis.
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The automorphisms r^AR introduced above are Bogoliubov *-automorphisms corresponding

to the following transformations of the test function L of (4.6), which may be viewed
as

L : /2({1,...,JV})®C2

)-/.({) +

(/,<?€/2({1,...,JV})).
J)-/»(l)+,.(i)^

Defining

(U±f)3 f3-i if j^l,
(Utf)i ±fN

for /G/2({1,...,A}), we have

r2AR(B(h)) B((Ut ® id)h)

for /i G L.

Eigenvectors of U± are given as follows.

(e(p)k e2™3klN, k l,...,N,
(e{P)k e^23+1^N, k l,...,N,

where j 0,1,2,..., JV - 1. They satisfy

A/_e(f) e-™(2j-rl)/NeU)^

Both set of vectors {e±}3 are orthonormal bases of /2({1,..., A}). If any linear operator
V on L commutes with U+ ® id, then

V(e^' ® ü) e^ ® VU)v, v G C2

where V^, j 0,..., N — 1 are 2x2 matrices acting on C2. Thus V is described by {V"'}.
The same situation holds when U+ is replaced by B_.

If [H,V] 0 and if both H and V commute with U+, then [H&, V^} 0 for all j.
Similarly for U-.

For 2x2 matrices A and B with A not a multiple of the unit matrix 1, [A, B] 0 implies
that B is a linear combination of 1 and A. Thus we obtain the following result.

Proposition 6.4. Assume that all H, Vi and V2 (acting on L) commute with U+ (or
with U-) and ifall H^ are not multiples of the unit matrix, then [H, Vi] 0 and [H, V2] 0

implies [Vi, Vi] 0.

Proof is immediate as [P, 14] implies [H^3\Vk ] 0 for all j and, since Jfft>) is not a

multiple of 1, we obtain [Vi(>), V2(j)] 0, which implies [VUV2] 0.
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7 Hamiltonian

(i) Fourier analysis of Hamiltonian

The Hamiltonian operator we will be considering is given by (1.1) and (1.2). In terms of
creation and annihilation operators introduced in Section 4, we have

Hj,j+1 ßllC*jCj+i + ßl2CjC*j+1 + ß21CjCj+i + ß22CjC*+i

A2X(c*jCj + c*j+1Cj+.i-l) (7.1)

for j 1,..., JV — 1 and

Hn,1 -(ßllC*NCi + A2C^C* + ß2lCNCi + ß22cNc\)S

A2X(cNcN + eia - 1), (7.2)

where

Ai -Jn - iJi2 A 1J21 - J22,

A2 -Ju A iJi2 A 1J21 A J22,

Ai Jn + «^12 + »«/21 - ^22,

A2 Jll — ÌJl2 A ÌJ2I A J22-

We now define bilinear Hamiltonians H± by setting S ±1 in (7.2), so that

HE± P±B±. (7.3)

Because H± are quadratic expressions of c's and c*'s, they induce linear transformations Kt
on L through the following relations:

[H±,B(h)] B(K±h), heL. (7.4)

We now compute P±.

We have

[H±, c*j\ Aict_! + Ai(ci_i - Cj+i) - ß22c*j+l + 4Ac*,

[H±,c3] -ßncj+i + Ä2(cjLi - c*+1) + A2CJ-1 - 4Xcj,

for j 2,.. N - 1 and

[Ht, c*N] ±AiCi ± A2CÏ + A1C/V-1 + Aic/v-i + 4Ac^,

[Ht, cN] ±ßnci ± ßi2c\ + ßi2c*N_i A ß22CN-i - 4Acjv,

[Ht, cl] tAiC/V T Aicjv - A1C2 - A2C; + 4Xc\,

[Ht, ci] Aßi2CN =F A2CN - Aic2 - Ä2C2 - 4Aci,
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where the latter 4 equations can be identified with the first two equations where j JV and
1, respectively, and cjv+i Tei, c*N+1 =pc*, Cg T-cjv, cj Tc*N.

Therefore
/4A + AiP; - a2bt ßu(u; - uT)

* v Ai(p;-pt) -4A - AiPT + a2b;r.) • (7-5)

By Fourier transform of the preceding section, we obtain

,(i) _ / 4A + ßne^W" - ß22e""W+WN, 2iß12 sin ^±Uï
+ \2ïAisini22±U£, _4A_Aie-'"W+1'/A' + A2e,r,'(2i+1)/N,

' [ *

A- ~~ L'O ¦ 2irt jì a _2SÌ o 2SÜ I • l'-'J-0) _ f 4A + Äi«"*1 - Äae—îf1, 2*Aa sin Ç
v2iAisin^, -4A-Aie-^+A2e^

For a generic values of parameters (Jaß,X), we see that K± j 0,..., JV — 1 are not
multiples of the unit matrix and hence we can apply Proposition 6.4 to Kt-

(ii) Commutativity of Hamiltonians and transfer matrices.

The following result is obtained in [5] by using a generalization of Krinsky's method [2].

Theorem 7.1. The Hamiltonian H of (1.1) and the transfer matrix T of (2.4) for the
R-matrix (2.1) commute if the following conditions hold in addition to the free Fermion
condition (2.2).

(K - iL) ßc'd, (K + iL) ßcd', (7.8)

2J ß(a.b+ A 6_a+), (7.9)

4X=ß(a2+-bl + b2_-a2_), (7.10)

where

J Jii + J22, K Jn-J22, L Ji2AJ2i, (7.11)

and ß G C is an additional parameter introduced for the description of the conditions.

The free Fermion condition defines an irreducible algebraic manifold in the space of
parameters a±, 6±, c, d, d and a". For each set of values of these parameters on this manifold
and for ß G C, the parameters K,L,J and A are uniquely given by (7.8), (7.9) and (7.10).
Therefore, the conditions (7.8), (7.9), (7.10) and (2.2) (which are the condition for the

commutativity [H,T] 0 in Theorem 7.1), defines an irreducible algebraic manifold in the

space of parameters
a±,bt,c,c',d,d',Jaß,X,ß. (7-12)

Thus, for any given generic values of the parameters K, L, J and A, the set of the other
parameters satisfying (7.8), (7.9), (7.10) and (2.2) will again form an irreducible algebraic
manifold.

We note that the commutativity has been obtained in [5] also for other cases, but in this
paper, we concentrate on the parameters satisfying the above conditions.
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(iii) Commutativity of P± and T±.

Since H is shift invariant, the commutativity of H and T by Theorem 7.1 implies

[P,f] 0, or fHT-x=H, (7.13)

under the same condition. By applying £±, we obtain

(TtHtff1 - H±)E± 0. (7.14)

We now use the following fact proved in Appendix.

Lemma 7.2. Let H be a quadratic expression in c's and c* 's. If HE+ 0 or HE- 0,
then H 0.

Since (T±HtT±l — Ht) is a quadratic expression when Tt G CGC, we have

f±H±fil H± or [fè,P±] 0 (7.15)

for a generic values of the parameters at, bt, c, d, d, d!.

8 Commutativity of transfer matrices

For a given values of parameters Jaß and A in the Hamiltonian H of (1.1), the transfer matrix
T and hence T for the parameter values a±, ò±, c, d, d and d! (for some value of ß) satisfying
(7.8), (7.9), (7.10) and (2.2) commute with P by Theorem 7.1. Furthermore, for a generic
values of parameters at,b±,c, d, d and a", we have

TE±=k±V±E±, V±eGc. (8.1)

Then, by (7.14) and the commutativity [T,H] 0, we obtain

[V±,P±] 0. (8.2)

By proposition 6.2, we also have
TCAR(1/±) y±_

Also by explicit expressions (7.1) and (7.2), we have

rTCAR(P±) Ht.

For a generic values of parameters (Jaß, A), K±, j 0,..., JV — 1 are not multiples of
the unit matrix and hence, by applying Proposition 6.4, we obtain the commutativity

[Vi1},vi2)}=0 (8.3)
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where V± and V± are V± for two sets of generic values of parameters a±, 6±, c, d, d and d!,
both sets of parameters satisfying (7.8), (7.9), (7.10) and (2.2) for the given generic values of
parameters (Jaß,X), and the corresponding V± V± G Gc are defined by V± B(h)V±~l
B(V±h), I 1,2. The commutativity (8.3) implies in general

vfViViVtVf)-1 1 or -1 (8.4)

due to double covering of Gc by Gc. However the generic points (at, bt,c, d, d, d') satisfying

(7.8), (7.9), (7.10) and (2.2) for a given generic values of (Jaß,X) are connected by
the irreducibility of the manifold defined by (7.8), (7.9), (7.10) and (2.2). Hence we may
continuously deform V± ' to V+) keeping the relation (8.4), in which the choice of +1 and

— 1 has to be constant by continuity. When V± is replaced by V± the left hand side is 1

and hence the right hand side of (8.4) must be 1 also for a generic values of parameters for
V± which are different from V± Therefore, we have the commutativity

[vi1),vi2)] o.

This implies the commutativity of T^1) and T^1 (T for the two sets of parameter values).
As pointed out in Section 1, T0 is common for all parameter values and commutes with T.
Therefore, we obtain the commutativity of the transfer matrices

[T(1), T&} 0 (8.5)

for two generic sets of parameters (a±,6±,c, d, d, a"), both set satisfying (7.8), (7.9), (7.10)
and (2.2) for a given generic values of (Jap, A).

Once we obtain the commutativity (8.5) for a generic values of parameters, we may
obtain the commutativity at general values of parameters (Jaß,X) and (a±,ò±, c, d, d, dl) by
changing their values and taking limits, always keeping relations (7.8), (7.9), (7.10) and

(2.2).

Appendix Lemmas about the CAR algebra.

In this appendix, we have the standing assumption N > 2.

(i) Proof of Lemma 6.3.

We divide the proof into two cases of E+ and B_.

Lemma A.l. Assume JV > 2, V G Gc and VE+ E+. Then

Vtt tt, VB(/7)V-1 ±B(h), h GL. (A.l)
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Proof. We shall be working on a Fock space with the vacuum vector ft, annihilated by all
Cj.

Cjtt Q, j l,...,N. (A.2)

To distinguish Cj and c* in the dual formalism of Section 4, we introduce a projection operator
p acting on L defined by

p(/©sO /©0 (f®geL).
Then B(h) c(g) if and only if ph 0. Similarly B(h) c*(f) if ph h. (In general,
B(h) c*(f) + c(g) for h f (B g.)

The operator E+ is a projection operator to vectors in the Fock space with even number
of particles. In particular, VE+ E+ implies

Vft VB+ft B+ft ft. (A.3)

Since V G Gc, there is V G Gc such that

(AdV)B(h) VB(h)V~l B(Vh).

For any h satisfying ph 0 (or (1 — p)h h),

B(h)tt 0

by (A.2). We then obtain for such vector h in L

0 VB(h)tt VB(A)V"1Vft B(Vh)tt.

Hence B(Vh) is an annihilation operator and

pVh 0.

Since (1 — p)h hi satisfies phi 0 for any h G L, we have

pV(l-p)=0. (A.4)

Similarly, VE+ B+ implies (by taking adjoint of both sides of this equation) V*E+
E+V*) B+ and hence

V*ft ft.

Using

we obtain

V*B(h)(V*)~1 (V-lB(h)*Vy (V-lB(Th)V)*
B(V-lThY B(YV-1Th), (A.5)

0 V*B((l-p)h)tt V*B((l - p)h)(V*)-lV*tt
B(YV-lY(l - p)h)tt
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for any h € L and hence, due to pr T(l — p),

0 pFÎ/-1r(l -p) r(l - p)?-1pT

which implies
(l-p)V~1p 0 (A.6)

By inserting 1 p + (1 — p) in the middle of VV"1 1 and using (A.4), we obtain

(pVp)(pV-lp) pV(p + (l-p))V-1p p

(pV-lp)(pVp) (A.7)

where the last equality is by the finite dimensionality of L.

By (A.6), we obtain

0 (l-p)(VV-1)p=(l-p)V(PA(l-p))V-1p
(l-p)Vp(pV-1p).

By multiplying pVp from the right and using (A.7), we obtain

0 (1 - p)Vp.

Combining with (A.4), we obtain

V pVp+(l-p)V(l-p). (A.8)

Therefore we may write V(f © 0) Vi/ ffi 0 and V(0 © g) 0 © V29. Since VE+ E+
implies V 1 on vectors with an even number of particles, we have

Vc*(fi) ¦ ¦ • c*(/2n)ft c*(/i) ¦ • • c*(f2n)tt

(Vc't/OV^XVc'tfOV-1) • • • ft c*(Vi/i) • • • c*(Vi/2n)ft.

This implies on the Fock space

/i A /2 A ¦ • ¦ A f2n Vifi A Vi/2 A • • • A Vi/2n. (A.9)

Let us assume that Vi/ is not proportional to / and derive a contradiction. Since N > 2,
there exists /2 orthogonal to both / and Vi/. We then take n 2, fi f and /2 to be just
that /2. Then Vi/ can not be a linear combination of / and /2 and hence / A /2 cannot be

equal to Vi/ A /3 with any /3 Vi/2. (VJ A (/ A /2) é 0 but Vi/ A (Vi/ A /3) - 0.) Hence

Vi/ A// for any /ei. This is possible only if A/ is independent of /, namely Vi Al.
By substituting this into (A.9), we obtain A2 1 and hence

Vi ±1.
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Since V* G Gc and V*E+ E+ (as proved above), we obtain

(V*)i ±1.

By (A.5), this implies.
V2 ±1.

Because of the CAR relations,

(/,<?) VIc'^.cfeM+V-1 (Vif,V2g),

the signs of Vi and V2 must be the same and we obtain

V ±1, VB(/i)V_1 ±B(h).

Q.E.D.

Lemma A.2. Assume N > 2, V G Gc and VE- £_. Then

Vtt ±ft, VB(n)y-1 ±B(h).

(The choice of + and — in the two places should be the same.)

Proof. As before, there is V G Gc such that

VB(h)V-x B(V7i).

Since B((l - p)hi)B(h2)tt ((1 - p)hu Yh2)tt, we obtain

((1 -p)hi,Th2)Vtt VB((1 - p)hi)V-lVB(h2)tt
B(V(1 - p)hi)B(h2)tt,

where we have used VB_ B_ (and hence VB(h2)tt B(/t2)ft). This holds for all h2 only
if P(V^(1 — p)hi) is an annihilation operator, namely

pV(l-p)=0.
As before, we obtain by the use of V*B_ B_

(l-p)V-1p 0

and hence by the same argument as before

V pVpA(l-p)V(l-p).

Denoting V(f 0 g) (Vi/ ffi V25), we obtain

0 c(5)ft Vc(g)V~1Vtt c(V2fl)Vft.
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Since V2 is invertible (because V G Gc is invertible), c(V2g) for ail g exhausts all annihilation
operators and hence

Vft Aft

for some A. We then have from VB_ £_

c*(/)ft yc'(/)ft yc*(/)v-1vft
Ac*(Vi/)ft.

This implies A ^ 0 and

Vi A"1.

Since JV > 2, we have linearly independent /i, /2, /3, for which VB_ B_ implies

0 Ï c*(fi)c*(f2)c*(f3)tt Vc*(fiY(f2)d(f3)tt
Xc*(Vfi)c*(Vf2)c*(Vf3)tt X-2c*(fi)c*(f2)c*(f3)tt.

This implies A2 1 and A ±1. Hence

Vft ±ft and Vi ±1

with the same sign.

Working with V* G Gc which satisfies V*B_ B_, we obtain

(F), ±1.

By using (A.5) again, this implies
V2 ±l

and the CAR relations imply that Vi and V2 must have the same sign (of ±1). Therefore

VB(h)V~l ±B(h)

with the same sign as Vft ±ft. Q.E.D.

(ii) Proof of Lemma 7.2.

Again, we divide into two cases of B+ and £_

Lemma A.3. Let H be a quadratic expression in c's and c*'s. If HE+ 0, then H 0.

Proof. Let [H, B(h)] B(Kh). By HE+ 0, we obtain Pft 0 and hence

0 BB((1 - p)h)tt [H, B((l - p)h)]tt B(K(1 - p)h)tt.

Hence B(K(1 — p)h) is an annihilation operator and we have

pK(l -p) 0. (A.10)
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We also note that HE+ 0 implies

H*E+ (E+H)* (HE+Y 0.

Furthermore,
[H*,B(h)] -[H,B(h)*]* -B(KTh)* B(-VKTh).

By the same argument as above we obtain

PrAT(l -p) 0,

which implies
(i - p)Kp r(prAT(i - p))T o

Together with (A.10) we obtain

K pKp + (1 - p)K(l - p).

In other words, K(f ffi g) (Kxf ffi K2g).

From HE+ 0, we obtain

0 HB(hi)B(h2)tt [H, B(hi)]B(h2)tt + B(hi)[H, B(h2)]tt

B(Khi)B(h2)tt + B(hi)B(Kh2)tt.

If hi /i ffi 0 and h2 f2 ffi 0, this implies

KifiAf2 -fiAKif2. (A.ll)

If À'i/i is not proportional to /i, we may take non-zero /2 to be orthogonal to both /i and

Kifi (due to JV > 2). Then /i is not a linear combination of /2 and Kifi and hence this
equation can not hold (unless K\f\ Ä'i/2 0 which implies that Kfi is a zero multiple of

/i). Therefore Ki A (by an exactly the same argument as in (i)). However, (A.ll) then
shows that A 0. Hence A'i 0.

By the same argument for H*, we obtain (VKY)i 0, which implies K2 0 and hence

K 0. This implies H pi and hence HE+ 0 implies p 0. Namely H 0. Q.E.D.

Lemma A.4. Let H be a quadratic expression in c's and c*'s. If HE- 0, then H 0.

Proof. There exists an operator K on L such that [H, B(h)] B(Kh) for h G L. From
HE- 0, we have for any h G L

0 HB(h)tt [H, B(h)]tt + B(h)(Htt) B(Kh)tt + B(h)(Htt).

Since H is quadratic in c's and c*'s, Pft is a linear combination of ft and two particle vectors.

If it has two particle vector parts, then there exists h G L such that B(h)(Htt) has 3

particle parts due to N > 2. Since B(Kh)tt is a one-particle vector, this is not possible.
Hence

Pft Aft, B(Kh)tt -XB(h)tt. (A.12)
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This then implies pK(l - p) 0 (due to B((l -p)h)tt 0).

Working with H* which also satisfies H*E- 0, we obtain pFAT(l - p) 0 (due to
[H*, B(h)] -B(TKTh)) and hence (1 - p)Kp 0. Therefore

K pKp+(l-p)K(l-p).
By substituting this into (A. 12) when ph h and B(h) is a creation operator, we obtain

pKp —A.

From the same computation for H*, we obtain

H*tt ptt, (1 - p)K(l - p) p.

From the CAR relations, we have

0 [H,[B(hi),B(h2)]+]
[B(Khi), B(h2)]+ + [B(hi), B(Kh2)]
(Khi,Th2)A(hi,VKh2),

we obtain TAT —K" and hence p. A.

Again using HE- 0, we obtain

0 Hc*(fi)c*(f2)c*(f3)tt
[H,c*(fi)]c*(f2)c*(f3)tt + c*(/i)[P,c*(/2)K(/3)ft
+ c*(/i)c'(/2)[B,c*(/3)]ft + c*(/i)c*(/2)c*(/3)Pft
-2Ac*(/iK(/2)c*(/3)ft.

By JV > 2, we may choose mutually orthogonal non-zero /i, /2, /3, for which c*(/i)c*(/2)c*(/3)ft ^
0 and hence A 0. Therefore K 0.

This implies that P is a multiple of identity, and HE- 0 then implies H 0.

Q.E.D.

(iii) Finally we prove the following Lemma needed in Section 5 after the equation (5.7).

Lemma A.5. Let c and c' be linear combinations ofc's and c* 's. Ifa — c2,ß c'2, 7 [c, d]
satisfy

72 - 4aß ^ 0,

then there exist linear combinations Cq and d0 of c and c' such that c and c' are linear
combinations of Co and d0 and

co có2 0> [co,c0]+ l.
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Proof. We first look for solutions of

0 (xc + yd)2 x2a + yxy + ßy2

We have three cases.

(1) We consider the case 72 ^ 4aß, a ^ 0. Then we have two solutions

xi -7 + V72 - 4aA ï/i 2a

£2 —7 — V72 — 4aA 2/2 2a

where yJA1 — 4aß is one of the square root of 72 — 4aß. Set

A Xic + ?/ic', P a;2c + y2c'.

We then have A2 B2 0. Furthermore

(A-B)/(2s/12-4aß) c,

(2a)"1(A-a:1c) c',

so that both c and c' are linear combinations of A and B. Finally,

[A, B]+ 2axia:2 + >y(xiy2 + x2yx) + 2ßyiy2

8a2/3 + 8a2/î - 4a72 4a(4aß - j2) ^ 0.

Now we can set, for example,

Co A, c'0 (4a(4aß-12))-1B.
They satisfy

co có2 0> [co,c'0]+ l
Furthermore, c and c' are linear combinations of c0, and d0.

(2) Case 72 ^ 4aß, ß ^ 0. By exchanging the role of c and c', we obtain the desired
result.

(3) Case 7 ^ 0, a ß 0. Already Co c, cj, 7_1c' satisfy all the properties.
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